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Strong, Steven E. (Ph.D., Chemical Physics)

Molecular Dynamics in Mesoscopic Equilibrium and Nonequilibrium Systems with Applications in

Sustainability

Thesis directed by Prof. Joel D. Eaves

As the Earth’s population grows, it becomes increasingly important to use our limited re-

sources sustainably. Among our most important natural resources are fossil fuels and fresh water,

but fossil fuel use is driving climate change and water security is under threat. This thesis uses

molecular simulation, statistical mechanics, and molecular hydrodynamics to explore fundamental

processes and develop tools and concepts for new classes of materials that have applications in

water and energy sustainability.

Reverse osmosis, a water desalination process that removes salt from water using a semiper-

meable membrane, is one solution to the water security problem. Current membrane technology

suffers from low throughput, however, necessitating high capital expenditures and large energy

footprints for desalination plants. Membranes made from atomically thin two-dimensional crystals,

like porous graphene, could increase throughput by orders of magnitude. This filtration process

is difficult to understand and model, however, without the molecular dynamics method developed

here. Our method is theoretically rigorous and faithful to both statistical mechanics and hydrody-

namics. We apply this method to study atomically thin reverse osmosis membranes and find that

the permeability of a membrane is not a simple function of the membrane’s hydrophobicity. Quan-

tifying the hydrophobic effect is a major area in theoretical chemistry, and this thesis contributes

to our understanding by exploring the hydrophobic effect away from equilibrium.

Solar energy has the potential to compete with nonrenewable fossil fuels, but single junction

cells are theoretically limited to 34% power conversion efficiency. Singlet fission, a photophysical

process that occurs in some organic chromophores and splits high energy excitations into two

lower energy ones, can make more efficient use of the solar spectrum and overcome this limit.



Singlet fission rates depend very sensitively on the relative orientation of neighboring chromophores.

Historically, singlet fission research has focused on the energetics of the photophysical process. In

this thesis, we approach the problem, for the first time, through the dynamics and statistics of

chromophore aggregation. We find that the aggregates do form crystal-like structures known to

undergo fast singlet fission, making singlet fission compatible with simple and inexpensive solar

devices like dye sensitized solar cells.
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Chapter 1

Introduction

At equilibrium, the thermodynamic state of a simple box of gas is a function of just a few

variables, like temperature and pressure. Yet such a box contains around 1023 particles, and its

microscopic state is specified by the three-dimensional positions and momenta of every particle.

How do the ∼1023 degrees of freedom in a box of gas get distilled into only a few important ther-

modynamic ones? This is the central question of statistical mechanics, which forms the framework

that connects the complex microscopic picture to the simple macroscopic one. In contrast to dilute

gases, interparticle interactions in liquids are strong, yet there is no long range order or symmetry

as one finds in a crystal. These properties make phenomena in the liquid phase much more difficult

to understand from a microscopic perspective. Problems are often analytically intractable, and

researchers must turn to numerical solutions.

The computer is indispensable in the field of liquid phase statistical mechanics because it can

simulate classical systems with many degrees of freedom, giving the researcher a window directly

into the microscopic system to an extent that experiment often cannot. The computer was first used

in this way during the 1940s to sample equilibrium configurations of simple interacting fluids by

Monte Carlo simulation.1 This allows macroscopic observables to be calculated from the microscopic

details of an equilibrium system. These methods shed no light, however, on the dynamics of a

system. Shortly after the introduction of Monte Carlo, molecular dynamics (MD) simulation was

developed to study the dynamics of complex interacting systems.2–4 It is hard to overstate the

impact that these methods have had on understanding chemical systems. The 2013 Nobel Prize in



Chemistry partially recognizes these remarkable achievements.5

MD simulations operate in a regime where the nuclei move in the classical limit and the

dynamics of a system are given by Newton’s law, Fi = mir̈i, where Fi is the force on particle i,

mi is its mass, and r̈i is its acceleration. In principle, the force Fi is a function of complex many-

body quantum mechanical interactions, but in practice, empirical force fields are adequate. Even

with this simplification, Newton’s law still describes a system of coupled nonlinear second-order

differential equations that must be solved numerically.

There are countless models that approximate the interactions between particles in real sys-

tems. They are parametrized to match various experimental observables, but no single model

matches every experimental observable. For example, in this thesis, we make use of the extended

simple point charge (SPC/E) model for liquid water. This model is a nearly optimal trade-off be-

tween computational accuracy and conceptual simplicity. It was parametrized to match energetic

data such as the heat of vaporization,6,7 and it performs very well for liquid water over a wide

range of conditions, but it does not freeze until about −60◦C.8 Countless person–hours have been

spent tweaking potential parameters for water models to fix problems like this. This thesis instead

focuses on the use of simple models to predict qualitative trends rather than quantitative features.

While the choice of model for a particular problem may seem like an art, it is important

that the mechanics of the simulation are firmly rooted in theory. Simulations based on Newton’s

laws conserve energy and generate the exact dynamics of systems in the equilibrium microcanonical

ensemble. Newtonian mechanics is restricted, however, to closed and isolated systems. Systems at

constant temperature and pressure, for example, are ubiquitous in the real world but are not de-

scribed by Newtonian mechanics. Variables like temperature and pressure are statistical in nature,

and the equilibrium static properties of such systems are well understood in terms of statistical me-

chanics, but there is no unique description of their microscopic dynamics. The equations of motion

used in MD simulations can be modified to generate exact equilibrium averages in the canonical and

isothermal-isobaric ensembles,9–11 as well as many others, but the many different thermostats and

barostats that do this generate different dynamics. Away from equilibrium, even less is understood.

2



One usually turns to hydrodynamic theories, which are essentially Newton’s equations of motion

for a fluid, but these theories are continuous, and cannot be trusted on atomistic length scales.

Atomistic MD simulations of nonequilibrium systems require both a driving force and a dissipation

mechanism like a thermostat to maintain steady state. These two competing components interact

with each other and can produce unphysical results.12–15

A major contribution of this thesis is the development of a new method for nonequilibrium

MD simulation of systems under steady-state flow (Chapter 2). Unlike many other nonequilib-

rium MD techniques, our method has a rigorous theoretical foundation in Gauss’s principle of

least constraint, which generates the nonequilibrium dynamics that are mathematically as close as

possible to unconstrained Newtonian dynamics. Our method, called Gaussian dynamics (GD) is

faithful to both hydrodynamics and statistical mechanics, theories that are usually applicable at

vastly different length and time scales. In GD, the flux through a system is fixed, and all other

relevant hydrodynamic fields arise naturally. This is a significant step forward in the simulation

and understanding of such systems.

This new method has allowed us to make considerable progress toward understanding the

hydrophobic effect in nonequilibrium systems. The hydrophobic effect in static equilibrium systems

explains diverse phenomena from protein folding to the partitioning of oil and water.16 But many

important physical and biological systems are nonequilibrium ones, and the hydrophobic effect is

poorly understood in these contexts. Here, by studying water flow through atomically thin porous

membranes, we extend our understanding of the hydrophobic effect to nonequilibrium systems.

Away from equilibrium, well known equilibrium phenomena like dewetting are still important,

but nonequilibrium effects like friction and detailed molecular transport mechanisms also become

important. We even observe evidence of a clogging or jamming transition, like that seen in granular

flows. Extending the concept of hydrophobicity to dynamic scenarios is a key scientific contribution

of this thesis.

The development of GD was motivated, as is most science, by the desire to improve human

lives. To this end, we study two specific problems regarding environmental sustainability using

3



Figure 1.1: In RO, an applied pressure forces water through a semipermeable membrane that
blocks salt ions, producing fresh water. The ideal osmotic pressure that must be opposed is given
by the difference in solute concentration between the fresh water output and the concentrated brine
output.

the tools described above: water security (Chapter 3) and renewable energy (Chapter 4). A brief

motivation for these problems follows in Sections 1.1 and 1.2.

1.1 Water Security

In 2010, over 80% of the world’s population lived with high risk of water insecurity.17 The

wide availability of salt water, especially in densely populated areas, makes water desalination a

promising solution to the water security problem.18 Reverse osmosis (RO) is a water desalina-

tion technique in which water is forced through a semipermeable membrane that allows the water

through but not the salt (Figure 1.1). Current RO facilities operate close to the thermodynamic

limit. Applied pressures only 15% higher than the osmotic pressure of the concentrated brine

output (40 atm) are not uncommon.19 Increasing the permeability of RO membranes is still a

worthwhile goal, however, because energy consumption is at least 50% of the cost of an RO facil-

ity.18 Further, membranes with increased permeability require less surface area, thereby decreasing

both membrane replacement costs and facility size.18 Porous two-dimensional (2d) crystals offer

a new paradigm of atomically thin semipermeable membranes for gas and liquid separations,20–24

and could have important applications in water desalination through RO.24–30 Semipermeable RO

membranes made from an atomically thin material like graphene would offer much less resistance

to flow than conventional membranes, reducing energy lost to friction.

This is a difficult problem to study with computer simulation, and was entirely intractable

4



until our development of GD, discussed in detail in Chapter 2. We apply GD to study the dynamics

of water during flow through atomically thin membranes in Chapter 3. We explore the effects of

membrane hydrophobicity, membrane flexibility, and pore functionalization. The permeability of

these porous membranes is not a simple function of the hydrophobicity, and even depends on

the details of the intermolecular interactions. We study both van der Waals and electrostatic

interactions. This system exhibits a competition between phenomena that occur on vastly different

scales and give rise to qualitatively different transport mechanisms.

1.2 Renewable Energy

The modern world is built on an energy economy of nonrenewable fossil fuels. Not only

are inexpensive fossil fuels running out,31 but their continued use is also a major driver in global

climate change.32 According to the most recent IPCC report, in the best case scenario global tem-

peratures will increase 2.5◦C by 2100.32 This will have far reaching and unpredictable consequences

on virtually every government, industry, and human life. As glaciers melt, sea level rise alone will

displace 10% of the world’s population by 2100, creating a billion climate refugees.33,34 Renewable

carbon-neutral energy resources are the only option to maintain modern living standards for an

increasingly populous and economically vibrant world.

Solar energy is a particularly promising renewable resource. Solar energy conversion efficien-

cies have increased dramatically since 1976,36 but the theoretical upper limit on the efficiency of a

single-junction solar cell, known as the Shockley-Queisser limit, is only 34%.37 One of the limiting

factors is that solar materials can only absorb photons with equal or greater energy than the ma-

terial’s band gap. Photons with an energy above the band gap are also used inefficiently, because

their excess energy is dissipated as heat (Figure 1.2).

One way to overcome the Shockley-Queisser limit is to make more efficient use of the so-

lar spectrum. Singlet fission (SF) is one way to accomplish this. SF is a photophysical process

in which a singlet excited state relaxes into two triplet excited states, each with half the energy.

Used in conjunction with conventional solar devices, SF can raise the theoretical efficiency limit

5



Figure 1.2: A conventional silicon (Si) solar cell, with a band gap of 1.1 eV wastes much of the
high energy part of the solar spectrum because those photons only produce power at the band gap.
A SF chromophore, like tetracene, in conjunction with a conventional solar absorber, makes more
efficient use of this part of the spectrum by absorbing high energy photons and splitting them into
two excitations each with half the energy. The blue area shows the fraction of the solar spectrum
that is usable in a silicon solar cell. The orange area shows the usable fraction in a solar cell using
tetracene, a canonical SF chromophore with a band gap of 2.4 eV. The total solar irradiance at sea
level is shown in black.35

to 45% (Figure 1.2). However, SF is an intermolecular, or inter-chromophore, process. Its effi-

ciency is very sensitive to intermolecular couplings, which are strong functions of intermolecular

configuration.

The original picture for a solar cell device that incorporates SF is a dye-sensitized solar

cell (DSSC), or Grätzel cell. In this architecture, both conventional and SF chromophores are hap-

hazardly mixed with semiconducting nanoparticles, commonly TiO2.
38,39 This avoids the high-cost

manufacturing processes required to fabricate thin-film or crystalline solar absorbers. However,

as described above, the efficiency of such a device depends very sensitively on the intermolecular

configurations present in the chromophore aggregates formed. Historically, SF researchers have

searched for candidate chromophores that have favorable energetic properties.40 This thesis ap-

proaches the problem, for the first time, from a statistical standpoint. We use MD to study the

aggregation of tetracene, a canonical SF chromophore, on surfaces of varying polarity, and for both

ordered and disordered polar surfaces (Chapter 4).
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Chapter 2

Atomistic Hydrodynamics: Molecular Dynamics Simulation of Steady-State

Flow

The contents of this chapter are reprinted, with permission, from

Strong, S. E.; Eaves, J. D. Atomistic hydrodynamics and the dynamical hydrophobic effect in

porous graphene. J. Phys. Chem. Lett., 7(10):1907–1912, 2016

and

Strong, S. E.; Eaves, J. D. The dynamics of water in porous two-dimensional crystals. J. Phys.

Chem. B, 121(1):189–207, 2017

2.1 Abstract

Mirroring their role in electrical and optical physics, 2d crystals are emerging as novel plat-

forms for fluid separations and water desalination, which are hydrodynamic processes that occur

in nanoscale environments. For numerical simulation to play a predictive and descriptive role, one

must have theoretically sound methods that span orders of magnitude in physical scales, from the

atomistic motions of particles inside the channels to the large-scale hydrodynamic gradients that

drive transport. Here, we use constraint dynamics to derive a nonequilibrium MD method for sim-

ulating steady-state mass flow of a fluid moving through the nanoscopic spaces of a porous solid.

This method, called GD, has a rigorous foundation in theory, unlike many other common methods

used for nonequilibrium simulation. We thoroughly test GD using a simple 2d LJ fluid flowing

through channels and pores of various geometries. Unlike the pump method, a common method for



the simulation of steady-state flow, GD generates results compatible with both statistical mechanics

and hydrodynamics.

2.2 Background

Numerical techniques, rooted in theory, are indispensable tools in the study of liquids and

fluids. On microscopic length and time scales, statistical mechanics underpins the MD methods for

systems at thermal equilibrium.3 On macroscopic scales, continuum hydrodynamics can describe

fluids driven away from equilibrium.4 But it remains unclear how one should simulate an atomistic

system away from equilibrium.5–10 This gap in knowledge makes it difficult to model processes

on the mesoscale, such as water desalination, gas separation, and cellular transport. In these

systems, gradients in continuous fields, like density and pressure, drive flow through bottlenecks

that admit only a few particles at a time.5,11–23 These processes require computational models to

be theoretically rigorous and accurate across orders of magnitude in physical scales.

Hydrodynamic approaches are rooted in continuum models that inherently break down on

atomic scales.4 Conversely, microscopic MD simulations only generate rigorously accurate dynam-

ics for closed and isolated systems.24 These systems can be coupled to a heat bath to generate

static averages consistent with the canonical ensemble, but the thermostats that do this are not

unique.3 The dynamics generated under various thermostatting schemes can be quite different,

even at thermal equilibrium.3,24 In nonequilibrium MD simulations, both an external force and a

thermostat counterbalance to maintain steady state.25,26 The implementation of these two compo-

nents is likewise not unique. Away from equilibrium, the interaction between the thermostat and

an external driving force can produce results that are manifestly unphysical.27–30

In this Chapter, we develop a method for simulating atomistic systems in nonequilibrium

steady states of mass flow. Our method, which we call GD, finds the equations of motion that are

consistent with a minimal set of constraints, much like early system-bath coupling schemes devised

in MD methods.26 We constrain only the total mass current and kinetic temperature. Gradients

in hydrodynamic fields such as velocity, density, temperature, and pressure, arise naturally (Fig-
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ure 2.7a). Section 2.3 presents a thorough derivation of the method.

We then subject GD to a variety of tests and comparisons to validate and benchmark it,

using a simple 2d liquid as a test system. The simulation methods are presented in Section 2.4.

In Section 2.6, we discuss the similarities and differences between GD and the pump method for

both Poiseuille flow and flow through porous walls. These two methods do not always give the

same results for the permeability, and the deviations between the two are rooted in the fluctuations

that each method allows. Because GD admits density and pressure fluctuations, it permits flow

through pores in superhydrophobic membranes where the pump method does not. In Section 2.7,

we present a thorough discussion of the calculation of the pressure profile and pressure drop, which

are used to compute the permeability. In Section 2.8 we compare the pump and GD methods in

more detail for a variety of channel geometries and at various Reynolds numbers (Re). Finally,

in Section 2.9, we investigate the hydrodynamic slip length, which measures the deviation from

the idealized “no-slip” boundary condition.31 The slip length in simulations of water in carbon

nanotubes (CNTs) has been a topic of controversy, with different simulation methods yielding

different results.12,32–37 Our results show that the slip length depends sensitively on how one holds

the membrane atoms in place, either through a rigid constraint or with harmonic springs. The

slip length depends much less sensitively on whether the membrane atoms or the fluid atoms are

thermostatted. These observations have not been discussed in the literature, and may be at least

partly responsible for some apparent disagreement between different studies. We address this issue

directly in Chapter 3.7 with simulations of water flow through porous membranes.

2.3 Derivation of Gaussian Dynamics

GD is rooted in Gauss’s principle of least constraint, which finds the equations of motion that

strictly obey a set of constraints but that generate dynamics as mathematically close as possible to

unconstrained Newtonian mechanics.26,38 This is similar in spirit to other constraint methods, like

Euler-Lagrange constraint dynamics and extended Lagrangian ensembles, that have a long history

in MD simulations.3 We start by first discussing the constraints, and then discuss Gauss’s method
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for satisfying them. It is trivial to constrain the positions of atoms that are fixed in space, so we

do not include them in this discussion. For a system of N atoms with masses {m} at positions {r},

the constraint that holds the total mass flux constant, written as a level set gf , is

gf
({ṙ}) = 1

M

N∑
i=1

miṙi − uCOM = 0, (2.1)

where M ≡ ∑N
i=1mi is the total mass of the system, overdots denote time derivatives, and uCOM

is the center-of-mass (COM) velocity of the fluid to be held constant. For compactness of notation,

we suppress time dependence. While out of equilibrium, the flows we study are at steady state. To

satisfy the constraint in eq. 2.1, an external force will drive the system and heat it. A thermostat

must dissipate this heat to maintain steady state, which requires another constraint.

To develop a thermostat one needs a working definition of temperature. Following previous

work,26 we assume that the velocity of an atom in the lab frame, ṙi, can be decomposed into a

thermal part, vi, and streaming part, u(ri),

ṙi = vi + u(ri), (2.2)

which implies that the flows are not turbulent. With this decomposition, we assume local equilib-

rium and define the kinetic temperature with respect to the thermal, or peculiar, velocities vi.
25,26

The thermal velocities have zero mean and a standard deviation given by equipartition. The

streaming velocities

u(r) =

∑N
i miṙiδ(ri − r)∑N
i miδ(ri − r)

, (2.3)

must be determined self-consistently, which we achieve by spatial averaging. Figure 2.1 depicts the

resolution of the Dirac δ-functions in eq. 2.3 by spatial binning. These considerations lead to the

following temperature constraint

gT
({r, ṙ}) = 1

2

N∑
i=1

mi

(
ṙi − u(ri)

)2 − d(N −Nu)kBT

2
= 0, (2.4)

where kB is Boltzmann’s constant, T is the temperature set-point, d is the dimensionality, and Nu

is the number of bins used to compute the streaming velocity profile (Figure 2.1). At equilibrium,
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Figure 2.1: Image of a 2d Lennard-Jones simulation illustrating the calculation of the streaming
velocity profile, u(r). The blue points are fluid atoms and the gray points are wall atoms. The gray
boxes, fixed in the lab frame, represent the resolution for u(r), with a linear dimension typically on
the order of a few atomic diameters. The streaming velocity within each bin is the COM velocity
of the atoms in that cell.

this constraint (eq. 2.4) generates the well-known Gaussian isokinetic thermostat.26,38–40 Since the

form of the velocity profile is not assumed a priori, but is determined self-consistently a posteriori,

the constraint in eq. 2.4 leads to a profile-unbiased thermostat (Figure 2.1).27 Equation 2.4 pertains

to the situation where only the fluid atoms are thermostatted. In general, the thermostatted atoms

may or may not be the same as the fluid atoms constrained in eq. 2.1. For example, when a system

consists of a fluid flowing between walls, if the wall atoms are mobile, then either the fluid, the

walls, or both can be thermostatted. If both the fluid and the walls are thermostatted, then the

thermostat constraint will couple the momenta of the fluid atoms to the momenta of wall atoms,

rendering the COM momentum of the fluid unconserved. However, both the wall and fluid atoms

can be thermostatted simultaneously with a separate thermostat for each.

The constraints in eqs. 2.1 and 2.4 depend on the velocities, making them nonholonomic

constraints.41 It is difficult to satisfy nonholonomic constraints using Euler-Lagrange constraint

dynamics,42,43 so we turn instead to Gauss’s principle of least constraint, which finds the acceler-

ations that minimize the cost function

C
({r, ṙ, r̈}) = 1

2

N∑
i=1

mi

(
r̈i − Fi

mi

)2

+ λTġT
({r, ṙ, r̈})+ λf · ġf

({r̈}), (2.5)

where Fi = −∇iU is force on atom i from the intermolecular potential U , and the λs are Gaussian

multipliers. In the absence of the constraints, the accelerations that minimize eq. 2.5 follow New-

ton’s law, mir̈i = Fi. The constraints given in eqs. 2.1 and 2.4 do not depend on the accelerations,
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so to minimize eq. 2.5 with respect to the accelerations, we write the constraints as functions of the

accelerations by differentiating them with respect to time.26 Including geometry constraints, such

as rigid bonds, is trivial because those constraints are holonomic; they depend only on positions and

separate completely. Here, we ignore the temperature constraint to illustrate the solution process.

For the full treatment, see Appendix A. The time derivative of eq. 2.1 is

ġf =

N∑
i=1

mir̈i = 0, (2.6)

which gives the cost function

C
({r̈}) = 1

2

N∑
i=1

mi

(
r̈i − Fi

mi

)2

+ λf ·
N∑
i=1

mir̈i. (2.7)

We now find the accelerations that minimize the cost function

∂

∂r̈i
C
({r̈}) = mi

(
r̈i − Fi

mi

)
+ λfmi = 0. (2.8)

This gives the equation of motion

mir̈i = Fi − λfmi. (2.9)

We solve for λf by summing eq. 2.9 over all atoms:

N∑
i=1

mir̈i =

N∑
i=1

Fi − λf

N∑
i=1

mi. (2.10)

The term on the left-hand side is zero due to eq. 2.6, so we find

λf =
1

M

N∑
i=1

Fi. (2.11)

The resulting equation of motion is

mir̈i = Fi −miI, (2.12)

where we have defined the vector

I ≡ λf =
1

M

N∑
i=1

Fi. (2.13)

I is an acceleration, not the identity matrix.
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Including the Gaussian isokinetic thermostat and molecular geometry constraints would sim-

ply add more terms to the equation of motion (Appendix A)

mir̈i = Fi −miI−miξ(ṙ− u(ri)) + fi, (2.14)

where, for molecules, fi is the force of constraint that fixes the intramolecular geometry,44,45 and ξ

is the drag coefficient associated with a profile-unbiased Gaussian isokinetic thermostat,26,27,38–40

ξ ≡
∑N

i=1

(
ṙi − u(ri)

) · Fi∑N
i=1mi

(
ṙi − u(ri)

)2 . (2.15)

Instead of exactly satisfying the temperature constraint at each time step, we fix the average ki-

netic temperature using a profile-unbiased Nosé-Hoover thermostat.26,27,46,47 This greatly improves

computational speed. Note that the final equation of motion (eq. 2.14) does not depend on the

COM momentum set point uCOM. This means that GD only preserves the initial COM momentum.

As such, one must initialize the system with a non-zero COM momentum to simulate steady-state

flow. Section 2.4.2 discusses this and the equilibration to steady state in detail.

The flow constraint applies a driving force to each fluid atom equal to −miI. Physically,

I is a gravitational field that fluctuates in time to maintain the mass flux through the system,

counteracting the virtual work required to hold a set of wall or membrane atoms fixed in space. In

practical applications, I is weak. In 2d Lennard-Jones (LJ) simulations, even at Re around 10, the

average applied force is approximately equal to the force between two LJ atoms separated by 3 σ.

This force is so weak that it is beyond the cutoff distance typically employed in simulations.

Equation 2.12 is the basis of the GD method. While simple, it is theoretically rooted in

constraint dynamics and stands in contrast to ad hoc approaches that employ some mixture of

external forces, particle swaps, and thermostats.5–10,31,48 Computing I scales as O(N), so it adds

little computational burden. GD also consistently averages more quickly than both the pump

method and linear response theory (Figure 3.2).

Our implementation of GD is publicly available through LAMMPS as fix flow/gauss.
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Figure 2.2: Snapshot from a 2d simulation using the pump method, with the pump region outlined
in orange. An external force, applied only to the atoms in the pump region, creates a pressure drop
across the pore, situated in the middle of the image. The simulation box must be long enough so
that the bulk fluid can equilibrium the pressure and spatially discontinuous force applied in the
pump region. In our simulations, the pump region is 5 σ wide and is centered on the periodic
boundary. For clarity, the pump region shown here is shifted and not drawn to scale. The length
L and width h of the pore are labeled for reference.

2.4 Methods

2.4.1 Pump Method

To understand some of the differences between GD and another common method for the

simulation of steady-state flow, we perform some comparisons using a 2d LJ test system. We

compare GD to the “pump method”, in which a force is applied only to atoms in a “pump region”,

which is a region far from the region of interest, such as a pore (Figure 2.2).5 In the pump method,

the pressure drop is given by the total force applied to the simulation divided by the cross-sectional

area (length in 2d) over which it is applied:

ΔP =
F

A
. (2.16)

In 2d, A = Ly, and in 3d, A = LyLz, where the flow is in the x-direction. In some applications

of the pump method, the force per atom is constant in time. In our implementation, the total

force on the pump region is constant in time, which results in a constant pressure drop ΔP across

the system. Provided the pump region is large enough that the particle number fluctuations in

its volume are small, the differences between these two implementations are negligible. In many

respects, the pump method is a constant gradient complement to GD, which is a constant current

method.

17



2.4.2 Steady State and Current

Just as equilibrium simulations require equilibration time to “forget” their initial conditions,

both GD and the pump method require “stabilization” time to reach steady state. Further, GD

only maintains the COM momentum that is already present in a system. As such, a nonequilibrium

simulation must be initialized by giving the system a total COM momentum. We do this by first

equilibrating the system at thermal equilibrium and then adding a velocity in the direction of

flow to all fluid atoms. During the stabilization time, this uniform velocity profile relaxes into the

natural steady-state velocity profile. The flux profile,

J(r, t) = ρ(r, t)u(r, t), (2.17)

measures whether or not the system has achieved steady state, where

ρ(r, t) =
∑
i

miδ(ri(t)− r) (2.18)

is the mass density field.

Mass conservation implies the continuity equation

∇ · J(r, t) = −∂ρ(r, t)

∂t
, (2.19)

which requires that the flux profile is constant in both space and time when the system is at steady

state, ∂tρ = 0 =⇒ ∇ · J(r) = 0. In the 2d LJ simulations, we use this criterion directly to ensure

the system is at steady state (Figure 2.4c,d). In the water simulations discussed in Chapter 3,

however, the low flow rates make the flux profiles too noisy to give a good test of steady state,

so we use a coarser criterion on the flux. We compare the current inside the pore with the global

current, q, defined below, to test that the flux profile is constant in space. A simulation is at steady

state when the current inside the pore is equal to the global current, within the noise.

The computation of the global current requires that we develop relationships between the

total mass flux, Jtot, the COM velocity, uCOM, and the global particle current, q, at steady state.

The total mass flux, Jtot, is defined as a spatial average of the flux profile J(r, t) over the entire
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simulation box,

Jtot ≡
∫
box ddr J(r, t)∫

box ddr
, (2.20)

where
∫
box ddr denotes an integral over a d-dimensional simulation box. The denominator in eq. 2.20

is simply the d-dimensional volume of the simulation, including any volume excluded by obstacles.

Inserting eqs. 2.3 and 2.18 into eq. 2.17 and performing the integration in eq. 2.20 yields

Jtot = ρtotuCOM, (2.21)

where uCOM is the COM velocity of the fluid and in three dimensions

ρtot =
M

LxLyLz
(2.22)

is the total mass density in the simulation and Lx, Ly, and Lz are the simulation box dimensions

along the appropriate axes. ρtot is not the same as the bulk fluid density, ρ0, which is the average

fluid density in the homogeneous part of the fluid far from the membrane.

In what follows, for the sake of clarity, we specify our discussion to three dimensions, though

the derivation in two dimensions appropriate for the LJ simulations reported here is straightforward.

In our simulations, only the x-component of uCOM is non-zero on average, so eq. 2.21 simplifies

to Jtot,x = ρtotuCOM,x. The global particle current through a system with cross-sectional area A

normal to the current is

q =
Jtot,xA

mp
, (2.23)

wheremp is the mass per particle. For a three dimensional box with flow along the x-axis, A = LyLz,

and eqs. 2.21, 2.22, and 2.23 yield the desired relationship between the global particle current, q,

and uCOM,x.

uCOM,x =
qLx

N
. (2.24)

To simulate a given current, one uses eq. 2.24 to find the initial set-point velocity uCOM,x for the

simulation. Choosing an appropriate value of q is a balancing act. If q is too large, the equilibration

time to steady state becomes too long and the requisite value of Lx too large to be computationally
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feasible. If q is too small, more simulations are required to achieve statistically significant data.

The particulars depend on the specific system, but for the water simulations reported in Chapter 3

q is on the order of 10 molecules/ns.

We now turn to the calculation of the current inside the pore, which at steady state must be

equal to the global current. To compute the current through the pore we use the collective variable

n(t) defined by Zhu et al. in the context of collective diffusion.49 n(t) is the appropriate collective

variable for the linear response theory of particles flowing through channels.49 The variable n(t) is

simply a continuous variable that counts net passage events, and is defined by integrating

dn =

in pore∑
i

dxi
L

, (2.25)

forward in time with n(0) = 0, where the sum goes over particles inside some region defined as the

“pore”, and L is the length of the pore region. The definition of L is described in Section 2.4.4 and

Figure 2.2 for a 2d fluid, and in Chapter 3.3.3 and Figure 3.1e for water. A particle that moves

forwards across the pore has dx = L, so will increment n by exactly 1. A particle that moves

backwards across the pore will have dx = −L and will increment n by exactly −1. The current

is therefore given by the slope of n(t), which we compute by linear regression with zero intercept.

The choice of the pore region is discussed in Section 2.4.5.

2.4.3 Reynolds Number

The Reynolds number (Re) is

Re =
uinLρ0

η
, (2.26)

where uin is the velocity of the fluid inside the pore, L is the length of the pore, ρ0 is the bulk

density of the fluid, and η is the bulk viscosity of the fluid. Conservation of momentum for an

incompressible fluid says that the flow velocity inside the pore increases relative to the total flux

proportionally to the reduction in cross-sectional area available to the flow. In 2d, this is a cross-

sectional length, and the flow velocity in the pore is

uin =
JtotLy

hρtot
, (2.27)
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where h is the width of the pore defined in Figure 2.2. Using eq. 2.26, we have

Re =
JLyL

ηh
. (2.28)

To calculate Re, we need to know η. We measure the viscosity for a bulk 2d system with no channel

at the relevant conditions of T = 2 ε/kB, and ρ0 = 0.8 σ−2 using the Green-Kubo relation,3

η =
1

V kBT

∫ ∞

0
dt 〈σxy(0)σxy(t)〉, (2.29)

where σxy is the off-diagonal element of the 2d stress tensor, and V is the volume of the system (area,

in 2d). We find no evidence that this integral diverges as discussed in Refs. 50–52; the autocorre-

lation function does not decay as t−1, it decays as e−t. We also find no system size dependence of

the viscosity for systems from 20× 20 σ2 to 100× 100 σ2. We find η = 2.2± 0.1
√
mε/σ.

2.4.4 Pore Dimensions

The calculations of the current through the pore (Section 2.4.2) and the pressure drop (Sec-

tion 2.7) both require the definition of the length of the pore, L, or a “pore region”, where L is

the length of the pore region in the direction of flow (Figures 2.2 and 3.1e). The pore region is

symmetric about the plane x = 0, so the edges of the pore are defined by the length of the pore,

xedge = ±L/2. The length of the pore is defined as L = Lc+27/6σ, where Lc is the center-to-center

distance of wall atoms at the ends of the pore, and σ is the LJ parameter for wall-fluid interactions.

The width of the pore is similarly defined as h = hc − 27/6σ.

We use mechanical definitions of the pore size, which account for the excluded volume of

the wall particles according to where the pairwise force goes to zero, at 21/6σ. An alternative is

a statistical definition based on, for example, the theory of Weeks, Chandler, and Andersen.53 In

this context the difference between the mechanical and statistical definition is irrelevant, so we opt

for the simpler mechanical definition.
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2.4.5 Simulation Details

We study flows in two different geometries: Poiseuille flow and flow through a porous wall.

The simulation geometry for flow through a porous wall is illustrated in Figures 2.2 and 2.4b. The

simulations are periodic in both dimensions. Poiseuille flow is flow between two parallel infinite

walls (Figure 2.4a), and the simulations are only periodic in the direction of flow. The wall and

fluid atoms are identical. We make the wall-fluid interaction purely repulsive by cutting the force

off where it goes to zero, at 21/6σ.53 The wall atoms are fixed in space during the simulations.

The simulations are composed of three parts, 10 τ of equilibration time, 1000 τ of stabilization

time, and 1000 τ of data collection, with τ ≡ √
mσ2/ε. The time step is 0.001 τ . All simulations

are at constant number, volume, and temperature (NVT). We use a Nosé-Hoover thermostat with a

0.1 τ damping time.46,47 The thermostat is profile-unbiased and uses boxes that contain an average

of 8 atoms (Figure 2.1).27 We choose the size of the boxes to be large enough so that the COM

velocity in the box is not dominated by individual atoms entering or leaving the box, but small

enough so that a realistic flow profile can develop. With the pump method, the thermostat does

not correct for the flow profile, because this is how the method is usually implemented.5,6,9,54–56

The bulk density of fluid atoms is ρ0 = 0.8 σ−2, the temperature is T = 2 ε/kB, and the flow is

in the x-direction. The wall atoms are separated by 1 σ. For Poiseuille flow, the simulation box

is 200 × 60 σ2. The Poiseuille simulations presented in Section 2.9 use a simulation box that is

200 × 30 σ2. For the porous wall flow simulations, the simulation box is 400 × 60 σ2 with some

exceptions presented in Section 2.4.6.

For each set of parameters, we run 96 simulations. Appendix B describes the software and

computational resources used.

2.4.6 Convergence with Respect to Box Length

We must verify that the reservoirs on each side of the channel are large enough. Here, “large

enough” means that diffusive motion should dissipate the high velocity of a particle leaving the
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Lc (σ) hc (σ) Time to reach Lx (σ)
steady state (τ)

70 6 3000 600
70 10 1000 500
70 20 1000 500
80 16 1000 600
90 10 1000 600
90 20 1000 600

Table 2.1: Exceptions to the general procedure presented for especially long and/or narrow channels.

channel before the particle wraps through the periodic boundary and enters the channel again. We

run simulations at varying box lengths and look for convergence of the effective viscosity. This is

not straight-forward, because longer boxes require longer time to reach steady state. In a larger

simulation, the density profile is longer ranged and requires more time to develop. One must

increase the box length and simultaneously ensure that the simulations are still at steady state.

Some of the especially long and narrow channels require longer simulation boxes and longer

time to reach steady state (Table 2.1).

2.5 Nonequilibrium Definition of Temperature

The GD method requires that one has a self consistent definition of the temperature. This

definition requires that the local velocity in the fluid separates into a streaming part and a fluctu-

ating thermal part (eq. 2.2). In Figure 2.3, we show that these two requirements hold over many

decades in the Gaussian velocity distribution.

2.6 Comparison of Hydrodynamic Profiles

To validate GD, we compare it to the pump method using two different 2d systems: planar

Poiseuille flow and flow through a porous wall (Figure 2.4a,b). We first illustrate some of the

similarities and differences between GD and the pump method. In the context of nonequilibrium

statistical mechanics, GD is a constant current protocol, or a Norton ensemble method.26 The pump
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Figure 2.3: The probability distributions of the lab-frame velocity in the x- and y-directions for a 2d
LJ system at steady state in GD. The flow is in the x-direction. Both components are Boltzmann
distributed (black) over several decades and the x-component is centered at the streaming velocity.
This illustrates the self-consistent separation between the thermal and streaming velocities used to
define the temperature (eq. 2.2).

method is its conjugate Thévenin ensemble, or fixed gradient method. That is, in GD one applies

a fixed current and measures the resulting pressure drop, while in the pump method, one applies

a pressure drop and measures the resulting current. Both methods allow all other relevant fields

to develop naturally. However, the spatial discontinuity in the pump method’s force field leads to

some differences in these fields for the two methods (Figure 2.4). The effects of the discontinuity

can be emphasized by plotting the relevant spatial profiles across the periodic boundary, where

the pump region lies (Figure 2.5). Since they are conjugate methods, one expects that at the

same mass flux, they will both predict the same pressure drop, and vice versa. At the same mass

flux (Figure 2.4c,d), the pressure profiles are clearly different (Figure 2.4e,f). This is simply because

the pump method and GD simulate different physical situations. When the pressure profiles are

adjusted according to eq. 2.32, they are nearly identical (Section 2.7 and Figure 2.6a). The density

and temperature profiles, on the other hand, are different (Figures 2.4g–j). It is not surprising that

the differences are largest in the pump region, but perhaps unexpectedly, the differences extend

throughout the entire bulk fluid. The system is heated in the pump region, and this heat influences

the entire system (Figure 2.5).
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Figure 2.4: A comparison of the pump method (blue lines) and GD (black lines) in two differ-
ent geometries, planar Poiseuille flow (left), and flow through a porous wall (right), both in 2d.
Panels (a) and (b) show snapshots from the simulations. The wall atoms are black and the fluid
atoms are blue. The flow is in the +x-direction. We compare the flux (c,d) and the intensive
thermodynamic variables, pressure (e,f), density (g,h), and temperature (i,j). The simulations are
all at the same mass flux, and are at steady state (c,d). The pressure profiles (e,f) must be adjusted
according to the discussion in Section 2.7 before being used to compute permeabilities. For porous
wall flow, the pump region introduces a discontinuity that has lasting effects for the density (g,h)
and temperature (i,j) far from the pump region. The densities (g,h) are normalized by the bulk
fluid density, ρ0, with Δρ ≡ ρ− ρ0.
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2.7 Pressure Profile Adjustment and Pressure Drops

To make comparisons between the pressure profiles computed from GD and the pump method,

one must make an adjustment to the GD pressure profile, as described here. Consider the hydrody-

namic momentum conservation equations for GD and the pump method. In the pump method, far

enough from the pump region, we have a fluid moving under a constant applied pressure gradient,

∇Papp(r). The momentum conservation equation is26

ρ(r, t)
Du(r, t)

Dt
+∇·P(r, t) = −∇Papp(r), (2.30)

where P is the pressure tensor and D
Dt is a total time derivative. In GD, the fluid moves under

an external applied acceleration, −I(t), which is uniform in space and fluctuating in time. The

momentum conservation equation is26

ρ(r, t)
Du(r, t)

Dt
+∇·P(r, t) = −ρ(r, t)I(t). (2.31)
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Equations 2.30 and 2.31 are the equivalents of Newton’s law for a fluid, where the terms on the

right hand side of the equality are the external forces and ∇·P arises from the internal forces. The

pressure profile measured in a simulation is the sum of an internal pressure and an applied pressure

P (r) = Pint(r) + Papp(r), where Pint = Tr(P)/d and d is the dimensionality of the system. The

full hydrodynamic description of a system is contained in ρ(r, t), u(r, t), and P(r, t), so when the

hydrodynamics are identical, Pint(r) is the same for GD and the pump method. But the applied

pressure, Papp(r), is zero in GD while in the pump method it is nonzero. Thus, the pressure profiles

measured with GD and the pump method will be different, even when the hydrodynamics are the

same. To compare the pressure profiles generated by the two methods, we require that identical

hydrodynamic situations yield the same pressure profile. We achieve this by adding an adjustment

term Padj(r) to the GD pressure profile. We enforce that the hydrodynamics are the same by setting

the left hand sides of eqs. 2.30 and 2.31 equal,

∇Papp(r, t) = ρ(r, t)I(t). (2.32)

The pressure adjustment comes from the requirement ∇Padj = ∇Papp in eq. 2.32. We emphasize

that this is an adjustment applied to the data generated in a GD simulation, not a pressure that

is applied during a GD simulation. To find the pressure profile adjustment, we integrate eq. 2.32

Padj(x, t)− Padj(−Lx/2, t) = Ix(t)

∫ x

−Lx/2
ρ(x′, t) dx′, (2.33)

where we have set I = (Ix, 0, 0), as is the case in our simulations. Since only gradients in pressure

drive flow, we can set Padj(−Lx/2, t) = 0. This translation to an absolute pressure is a choice of

gauge. The result is

Padj(x, t) = Ix(t)

∫ x

−Lx/2
ρ(x′, t) dx′, (2.34)

where Lx is the length of the simulation box in the x-direction. The lower bound of the integral,

−Lx/2, is the left edge of the simulation box. Since the box is periodic in the x-direction, the

choice of this lower bound is arbitrary. When the density is approximately constant, as it is in our
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simulations (Figure 2.4g,h), the pressure adjustment can be approximated as

Padj(x, t) ≈ Ix(t)ρ(x, t)x. (2.35)

Note that when the flow is in the +x-direction, Ix(t) is negative on average, but the applied

acceleration, −Ix(t), is in the positive direction. Equation 2.35 is equivalent to the hydrostatic

pressure generated by a gravitational field, −I. This hydrostatic pressure should be removed from

the calculated pressure because the pressure tensor only depends on internal forces. Previous work

has not applied this adjustment, resulting in erroneous reports of disagreement between the pump

method and other methods.5,6

This discussion presupposes that the hydrodynamics in the pump method and GD can be

made equivalent. In a simulation large enough to equilibrate the local pressure jump and sudden

gradients in other intensive thermodynamic variables that the pump method generates, GD and

the pump method would generate equivalent hydrodynamics. But for finite simulations, even very

large ones, we find that this does not hold (Figure 2.5).

We compute the pressure profile in the simulations using the zeroth order Irving-Kirkwood

approximation (IK1)57,58 and add the pressure adjustment (eq. 2.35) to it,

P (x) = PIK1(x) + Padj(x). (2.36)

We discard the pressure profile within 19 σ of the wall atoms because the IK1 method is only

valid in homogeneous fluids (Figure 2.6b).57,58 Used in this way, the IK1 method is convenient and

accurate, but not unique.57–61 We use the pressure profile to compute the pressure drop across a

porous wall or membrane, ΔP , which we use to calculate the permeability or effective viscosity

of the pore (eq. 3.3 or 2.39). The pressure drop is, however, a macroscopic quantity that has no

unique microscopic definition in terms of the pressure profile. We compute ΔP by extrapolating

the pressure profile in the bulk fluid to the edges of the pore (Figure 2.6b). This definition of ΔP

gives good agreement between GD and the pump method at low Re.

The pressure profiles shown in Figures 2.4e,f and 2.6 are time averaged. The time average of
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Figure 2.6: (a) The unadjusted GD pressure profile, PIK1(x) (dotted black), the adjusted GD pres-
sure profile, PIK1(x)+Padj(x) (solid black), and the pump method pressure profile, PIK1(x) (blue),
from simulations of flow through a porous wall. (b) The adjusted GD pressure profile for flow
through a porous wall (black and gray). To compute the pressure drop, we fit the pressure profile
on each side of the pore to a line (orange), and extrapolate that line to the edge of the pore (dashed
black, see text). For the purposes of fitting, the pressure profile within 19 σ of the wall is dis-
carded (gray). The pressure drop, ΔP , is then computed as shown by the annotation.

eq. 2.35 is

Padj(x, t) ≈ −Ix(t)ρ(x, t)x, (2.37)

where an overbar denotes a time average. Here, we use the approximate eq. 2.35 for simplicity,

but all the following results easily generalize to eq. 2.34. In principle the time dependence of Ix(t)

does not decouple from the time dependence of ρ(x, t), but in practice fluids at high densities are

incompressible, so that the fluctuations of ρ(x, t) are small. So, we can make the approximation

Padj(x, t) ≈ −Ix(t) · ρ(x, t)x, (2.38)

which can simplify simulation data output and save storage space. Using eq. 2.37 would require

either the output of Ix(t) and ρ(x, t) at every sample time step or the premeditated on-the-fly
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computation of Ix(t)ρ(x, t). Alternatively, eq. 2.38 only requires the output of a single time-averaged

profile ρ(x, t), and the scalar time-average Ix(t).

2.8 Effective Viscosity

To compare the GD and pump methods in a wider range of channel geometries, we draw on

the Hagen-Poiseuille (HP) law from hydrodynamics to calculate an effective viscosity, ηeff ,

ηeff =
h2ρ0ΔP

12LJ
, (2.39)

which relates the mass flux (Section 2.4.2), to the pressure drop applied across a channel of length L

and diameter h (Figure 2.7a). Here, we have simplified the notation of Section 2.4.2 so that

J = Jtot,x is the total mass flux in the x direction. We certainly do not expect the HP law

to be quantitative on these length scales, but merely use it as a practical means to discuss the

relationship between the current and the pressure drop for channels of various geometries in a

consistent way (Figure 2.7c). The Norton and Thévenin ensembles should give similar results for

the effective viscosity ηeff , regardless of the fundamental inaccuracy of the HP law (Appendix C).

We compare GD and the pump method over a range of Re, computed as described in Sec-

tion 2.4.3. The effective viscosity (eq. 2.39) computed using GD compares well with that computed

from the pump method, particularly at low Re (Figure 2.7d). At larger Re (Re > 5) there is more

disagreement. It would be informative to simulate higher Re and narrower channels, but these

regimes take a prohibitive amount of computational time to reach steady state (Section 2.4.6).

Some, but not all, of the disagreement at higher Re is due to the thermostat conventionally used

in the pump method, which is not Galilean-invariant.5–7 To correct for this, we have amended

the original pump method to include a profile-unbiased thermostat. This increases the agreement

between the two methods at higher Re, but it does not fully account for the discrepancies ob-

served (Figure 2.8). Note that GD consistently averages more quickly than the pump method,

when all other simulation details are the same (Figure 2.8).
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Figure 2.7: (a) A closeup of a snapshot from a 2d LJ simulation evolving under GD, including
variables for the length (L) and diameter (d) of the channel. (b) The steady-state kinetic tem-
perature (color) and velocity field (vectors), u(r), averaged over time at Re = 3. Hydrodynamic
variables, like u(r), and associated gradients in density, temperature, and pressure, develop nat-
urally under the imposed constraints. (c) The pressure drop as a function of the mass flux, J ,
for both GD and the pump method in 2d LJ simulations at various flow rates, with 96 trials at
each flow rate. The slope of these data determines the effective viscosity, ηeff (eq. 2.39). Panel (d)
compares ηeff for the two methods at various L and h, plotted as a function of Re at maximum
J . The symbol shape indicates the diameter (h) of the channel: � (h = 18 σ), ��� (h = 14 σ),
◦ (h = 8 σ), � (h = 4 σ). The computed ηeff of the two methods match well at low Re, but show
increasing differences for narrow channels (�) as Re increases.

2.9 Slip Length

Continuum hydrodynamics cannot be trusted on atomistic length scales, but here we use it

on systems large enough that a continuum approximation should be accurate. In hydrodynamic

models, the microscopic interactions between the fluid and the walls of the system give rise to

boundary conditions. In ideal hydrodynamics, the velocity of the fluid goes to zero at the fluid-

solid boundary. This is the so-called no-slip boundary condition on the velocity. Figure 2.9a shows

that GD generates the parabolic velocity profile that continuum hydrodynamics predicts, but the

no-slip boundary condition is not satisfied. The deviation from no-slip behavior is quantified by

the size of the slip length, Ls, as defined by Kannam et al.35 and illustrated in Figure 2.9a.

In CNTs, water passage rates have been observed in both simulations12,32–37 and experi-

ments36,62–65 that are much faster than the no-slip Hagen-Poiseuille predictions. This is thought

to be the result of almost frictionless flow, which gives rise to very large slip lengths. However,

estimates of the slip length and the flow enhancement vary by several orders of magnitude among
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Figure 2.8: Panel (a) shows the effective viscosity calculated with the pump method modified to use
a profile-unbiased thermostat. The agreement between the two methods is better at Re > 5 than
in Figure 2.7d, but there is still disagreement, especially for the narrowest channel (�). Panel (b)
shows the relative error ση on the values of the effective viscosity plotted in Figure 2.7d. For a
given channel diameter (symbol shape), GD always has smaller error than the pump method. The
symbols used here correspond to channel diameter in the same way as described in Figure 2.7d.

both experiment and simulation.35 The disagreement of simulation results is, at least in part, likely

due to the wide variety of water models and surface-water potentials used, as well as the rigidity of

the surface.31–33,66–70 Another important aspect is the type of thermostat used in the simulations,

which can affect the measured slip length.35,70,71 Here, we use the simple 2d LJ fluid in Poiseuille

flow as a test system to study the effects of wall rigidity and thermostatting. When the walls are

rigid, the system can only be thermostatted through the fluid. When the walls are flexible, however,

either the walls or the fluid can be thermostatted.

In the rigid wall simulations, the wall atoms are fixed in space. In the flexible wall sim-

ulations, the wall atoms are harmonically bound to their initial position, r0, by the potential

U(r) = K(r− r0)
2/2, with K = 25 ε/σ2. This value of K is large enough to prevent fluid atoms

from penetrating the wall, but small enough to allow significant energy transfer between the wall

and the fluid. We place an extra layer of fixed wall atoms behind the harmonic ones to stop the
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Figure 2.9: The slip length, Ls, from GD simulations of a 2d LJ fluid in steady-state planar Poiseuille
flow. (a) The x-component of the velocity profile along y, ux(y) (blue), is fit to a parabola (red).
We take a linear extrapolation of the parabolic fit to the vertical intercept, ux = 0 (purple). Ls

is the distance between the edge of the pipe (black) and the vertical intercept. The inset shows
a close-up of the region in the light green box. (b) Ls is an order of magnitude larger with rigid
walls (blue) than with flexible walls (red and yellow). When the walls are flexible, we thermostat
the system through either the walls (yellow) or the fluid (red), but not both.

few fluid atoms that do penetrate the wall. We also place an extra layer of atoms behind the rigid

wall, for consistency with the flexible walls. We find that Ls is an order of magnitude larger on

rigid walls (Figure 2.9b). This is because the flexible walls can absorb kinetic energy from the fluid,

while the rigid walls cannot. With flexible walls, Ls is smaller than the radius of an atom, so the

flow is effectively no-slip. We also measure Ls as a function of the Reynolds number,

Re =
umaxdρ0

η
(2.40)

where umax is the maximum velocity in the flow, d = 30 σ is the distance between the walls,

ρ0 = 0.8 σ−2 is the bulk fluid density, and η ≈ 2.2 ετ/σ is the bulk viscosity measured at equilibrium

using the Green-Kubo relation.3 We find no evidence of the divergence of η that others have reported
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for the diffusion constant in 2d.26,50–52 We tune Re by increasing the flux through the channel,

thereby increasing umax. For reference, Re = 25 corresponds to a mass flux of about J = 1 m/στ

and a shear rate of about γ̇ = 0.15 τ−1. When the walls are flexible, we thermostat the system

through either the fluid or the walls. When the fluid is thermostatted, Ls increases as a function

of Re (Figure 2.9b), a trend that has been observed before in simulations.35,72 When the wall

atoms are thermostatted instead of the fluid, Ls changes only slightly, but the qualitative trend is

reversed at high Re (Figure 2.9b). The slip length averages very slowly, especially in nonequilibrium

simulations,31 so this discrepancy may not be statistically significant, but would be an interesting

topic for future study. Both the wall rigidity and application of the chosen thermostat could be a

factor in the large scatter of simulation and experimental slip lengths in CNTs.35

2.10 Conclusion

In this Chapter, we describe a simulation method for atomistic systems under flow that

is firmly rooted in constraint dynamics. We show that GD is capable of satisfying expectations

for velocity distributions from statistical mechanics, and, when the atomic degrees of freedom

can be sensibly coarse-grained into a continuum description, reproduces results consistent with

hydrodynamics. In the low Re limit studied here, GD performs similarly when compared to the

closely related pump method. But from a practical perspective, simulations using GD consistently

yield smaller standard errors for both permeabilities and effective viscosities when all other variables

are the same. It is not at all obvious that the methods studied here will give similar results for

other observables, particularly at high Re (Re > 10). Indeed, GD always dissipates less heat than

the pump method for the same mass flux. Further, the nonequilibrium spatial distributions of

intensive thermodynamic variables, like temperature and density, can be different between these

two methods. These effects are likely due to heating at the discontinuity in the applied force used

in the pump method. While the focus in this Chapter was on mass transport, other transport

behaviors, like heat transport, might be significantly different between these two methods. This

also calls into question the assumption of local equilibrium.25,26 These artifacts in the pump method
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may make GD more accurate at high Re and for other observables more sensitive to heat flux.

As far as hydrodynamic quantities are concerned, we find that the slip length can vary by

an order of magnitude if the solid surface in contact with the fluid is rigid or if it is flexible. This

observation connects to controversies in the literature about the slip length of water in CNTs and

calls for further systematic investigation, though we do not endorse the concept of a slip length for

single-file water as being even conceptually accurate. We explore this further in Chapter 3.7.
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Chapter 3

The Dynamics of Water in Porous Two-dimensional Crystals

Most of the contents of this chapter are reprinted, with permission, from

(1) Strong, S. E.; Eaves, J. D. Atomistic hydrodynamics and the dynamical hydrophobic effect

in porous graphene. J. Phys. Chem. Lett., 7(10):1907–1912, 2016

(2) Strong, S. E.; Eaves, J. D. The dynamics of water in porous two-dimensional crystals. J.

Phys. Chem. B, 121(1):189–207, 2017

(3) Strong, S. E.; Eaves, J. D. Linear response theory for water transport through dry nanopores.

2017. Submitted

3.1 Abstract

Porous 2d crystals offer many promises for applications in water desalination. For computer

simulation to play a predictive role in this area, however, one needs to have reliable methods for

simulating an atomistic system in hydrodynamic currents and the interpretative tools to relate

microscopic interactions to emergent macroscopic dynamical quantities, like friction, slip length,

and permeability. We use GD, the nonequilibrium MD method developed in Chapter 2, which

provides microscopic insights into the interactions that control the flow of both simple liquids and

liquid water through atomically small channels. We find that the wetting contact angle, a common

measure of a membrane’s hydrophobicity, does not predict the permeability of a membrane. The

contact angle can be tuned either through the polar interactions between the membrane and the

water, or the van der Waals interactions. Experimentally, graphene can be doped or charged to



tune the polar interactions, while modulating the van der Waals interactions mimics changes in

the membrane chemical composition. On neutral membranes, the hydrophobic effect is subtle,

with both static and dynamic effects that can both help and hinder water transport through these

materials. The competition between the static and dynamical hydrophobicity balances an atomic

membrane’s tendency to wet against hydrodynamic friction. To a reasonable approximation, the

optimal contact angle depends only on the aspect ratio of the pore. On charged membranes,

the permeability is instead governed by a crossover between two competing molecular transport

mechanisms, and the permeability can be optimized by applying a voltage or chemically doping a

membrane, or even by simple chemical termination of the pore with electron withdrawing groups.

We also find that water molecules pass through the most hydrophobic membranes in a punctuated

series of bursts that are separated by long pauses. A continuous-time Markov model of these data

provides evidence of a molecular analogue to the clogging transition, a phenomenon observed in

driven granular flows.

3.2 Background

The hydrophobic effect is one of the most important and elementary phenomena in chem-

istry.4–20 On macroscopic scales, it is the driving force that partitions oily and aqueous solutions,

and on molecular length scales it shapes the folding pathways of proteins and reinforces the stability

of biomolecules.4,21 Advancing the qualitative and conceptual underpinnings of the hydrophobic

effect into quantitative theory remains a grand challenge in physical chemistry. The majority of

work in this field has focused on solvation and aqueous chemistry, where the hydrophobic effect is

thermodynamic in nature and depends solely on the statistical mechanics of intermolecular con-

figurations.18–30 In these aspects of chemistry, hydrophobicity derives from molecular statics. The

simplest example comes from the wetting of solid surfaces, where one measures the surface’s hy-

drophobicity through the contact angle.31–33 For a droplet resting on a surface, the contact angle

is a function of the liquid-solid surface tension.34,35 But in dynamical contexts, quantifying the

hydrophobic effect is more complicated. For a rolling droplet the contact angle depends on other
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dynamical quantities, so that the surface tension becomes an incomplete predictor of wetting.33,36–38

In this Chapter, we bring new attention to the dynamical roles that the hydrophobic effect

plays in aqueous transport. Motivated by applications to water desalination, we study aqueous

flow through porous 2d crystals like graphene.39–42 In water desalination, the size of the hydrated

ion to be blocked dictates the size of the pore, so the throughput is bottlenecked by how fast

one can push water across the membrane. One figure of merit that quantifies the throughput for

a semipermeable membrane is the permeability, which is proportional to the slope of the mass

flux versus applied pressure.43 While the hydrodynamics appropriate for water desalination are

at low Reynolds number (Re) and transport takes place close to thermal equilibrium, computing

the permeability from simulations at thermal equilibrium is computationally impractical.44 To

address this problem, we developed GD, which is an atomistic simulation method that allows one

to simulate a fluid away from thermodynamic equilibrium and under flow, and is also faithful to

statistical mechanics and hydrodynamics (Chapter 2).

We first study the dynamical hydrophobic effect in porous 2d crystals using electrically doped

graphene (Section 3.5), which has a continuously tunable hydrophobicity45 and is experimentally

realizable.42,46,47 Graphene has been the workhorse system for water desalination applications, but

it is now feasible to produce high quality samples of other 2d crystals, like MoS2 and BN.48–52

It is possible that these materials could outperform graphene and it is therefore imperative to

understand what types of intermolecular interactions lead to fast water transport through these

emerging membranes. Therefore, we next cast a broader net and tune the intermolecular potentials

between the water molecules and the surface parametrically so that we can answer general questions

about what governs water transport through these materials (Section 3.6). We refer to these

atomically thin model membranes as “atomic membranes.”

In our models, the intermolecular interactions come in two flavors, polar interactions and

van der Waals interactions. These two classes of interactions between water and membrane atoms

can both tune the wetting contact angle, but the dynamics of water passage depend sensitively

on which class is dominant. Two membranes with different interaction types but with the same
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contact angles, pore geometries, and pore sizes will not necessarily have the same permeabilities.

Furthermore, the fluid flow endows the hydrophobic effect with both static and dynamic parts. The

static contribution of the hydrophobic effect manifests as a tendency for the liquid to wet the pore,

and can be understood in terms of equilibrium thermodynamics.20,21,27,53–56 The dynamical aspects

of hydrophobicity emerge as resistance, or friction, between the liquid and the solid surface. On

electrically doped graphene, the observed behavior can even be more complex than either of these

two contributions would predict. Understanding it requires a detailed picture of the microscopic

transport mechanism, which we build using a Markov model.

Carbon nanotube (CNT) membranes have also been proposed for applications in RO, but

simulations give wildly varying results for their permeability, with some even predicting frictionless

flow.57–63 Discrepancies between simulation methodologies, especially CNT rigidity and thermostat-

ting, make them difficult to compare.57,58,61,64–70 We study the effects of membrane flexibility and

thermostatting in our atomic membranes to make connections to this controversy in the CNT

literature (Section 3.7).

In Section 3.8, we find regimes where water transport deviates from a simple biased Markov

random walk model, which is fundamental to the linear response theories that describe water

transport near equilibrium.43 We find that sharp bursts and long pauses dominate the mass current

through the pores in the most hydrophobic membranes and we analyze these dynamics using a

continuous time random walk (CTRW) model. The waiting-time distribution shows the onset

of a power law decay and the burst-size distribution is an exponential. These two features are

the signatures of the clogging transition observed in granular systems.71–75 Interestingly, in this

parameter space, the clogging phenomenon is a unique feature of the hydrogen bonding dynamics

of water, and cannot be explained purely by the granular nature of water on a molecular scale.

In this clogged regime, large pressure drops are required to wet the pore and drive flow. These

large pressure drops appear to push the system into the nonlinear regime, where linear response

theory is not valid (Section 3.9). We use a macroscopic thermodynamic argument to show that

such an apparently nonlinear relationship can be made to obey linear response in the right reference
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state. This simple thermodynamic argument can, amazingly, capture both the equilibrium density

of water inside a pore and the wetting pressure for the dry pores, even though the pores contain

only about 3 water molecules at a time.

3.3 Methods

3.3.1 Permeability

For a semipermeable membrane, the “osmotic permeability” quantifies the ease with which

the solvent passes through a porous membrane.43 The osmotic permeability, p, is the transport

coefficient that relates a concentration difference to the osmotic current that it generates,

qn = pΔC, (3.1)

where ΔC is the difference in solute concentration in moles per liter across a membrane that gives

rise to a current of solvent, qn = q/NA in mol/s.43 In a simulation it is much easier to drive a

current with GD than it is with a concentration gradient, but to calculate p, we must make contact

with eq. 3.1. Since we can compute the pressure drop in a simulation (Section 2.7), we replace the

concentration difference in eq. 3.1 with the equivalent osmotic pressure that it would generate. For

an ideal solution, the van’t Hoff equation gives the osmotic pressure

ΔP = NAkBTΔC. (3.2)

Equations 3.1 and 3.2 yield our definition of the permeability

p = kBT
q

ΔP
(3.3)

which expresses the relationship between the current, q, and the pressure drop, ΔP . GD specifies

the current and computes the pressure drop, while the pump method specifies the pressure drop

and computes the current.76 A detailed discussion of the calculation of ΔP appears in Section 2.7.

The permeability is analogous to an electrical conductivity, with the pressure drop playing the

role of the voltage. Likewise, effective viscosity discussed in Section 2.8 is inversely related to the
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permeability, and is analogous to an electrical resistance. The effective viscosity is normalized by

the pore dimensions according to the Hagen-Poiseuille law to allow comparison between pores of

different sizes. Here, we compare pores of only one size, so we use the more intuitive permeability

instead of the effective viscosity.

We also calculate the permeability using an equilibrium linear response method, developed

in Ref. 43. This method uses the collective variable n(t) (eq. 2.25). See Ref. 43 for details.

Because atomic membranes are so promising for next-generation RO, we also report the

approximate “improvement factor”, p/p0, over the permeability of conventional RO membranes,

p0. We use p0 ≈ 0.02 liters of water filtered per cm2 of membrane per applied MPa per day,48 and

assume a membrane porosity of 10% by area40 and a circular pore with diameter 7.4 Å. Note that

in our simulations, the membrane is 3.9% porous by area.

3.3.2 Membranes

The atomic membranes have the same geometries as single-layer and double-layer graphene,

and the membrane atoms remain fixed in space during the simulations. The pores in the membranes

are designed to admit single-file water (Figure 3.1). We allow the membrane and oxygen atoms to

interact through van der Waals forces, which we model with a LJ potential, U(r) = 4ε[(σ/r)12 −

(σ/r)6]. Using graphene as a reference system, we tune the van der Waals part of the hydrophobicity

by changing the ε parameter for the carbon-oxygen LJ interaction while keeping σ fixed. Over the

range of ε values we study, Werder et al. found that the contact angle of a water drop on a double-

layer 2d crystal varies linearly from about 30◦ to 140◦.77 By changing ε and not σ, we aim to tune

the hydrophobicity with the pore size fixed. In a statistical definition of the pore size based on,

for example, the theory of Weeks, Chandler, and Andersen for a homogeneous fluid,78 the effective

hard-sphere diameter of the membrane atoms would vary with ε, so the pore size would also

depend on ε. Because there are only a few water molecules in the pore and the environment there

is anisotropic, we expect a mechanical criterion for the pore size to be more accurate. Mechanically,

the pairwise membrane-water force goes to zero at 21/6σ, and is independent of ε. Regardless, if
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Figure 3.1: The single-layer membrane pore (a,b), and the double-layer membrane pore (c,d). The
light gray atoms depict the bottom layer of the double-layer membrane. Nearly identical in shape,
both pores have the same atom-to-atom distance (7.4 Å). The pores are only wide enough to allow
single-file water transport (b and d). We use the density of water in the vicinity of the pore (e)
to define the length of the pore, L (eq. 3.5), and the region indicated by the red box is used to
calculate n(t) (Section 2.4.2). This region has length L along the x-axis. The density scale is above,
with red lines indicating the edges of the boxed region.
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one were to employ the statistical criterion for the pore size, over the full range of ε explored here,

the channel diameter only changes by about 5%.

For the simulations of doped graphene, we use the graphene-water potential defined in case 28

of Table 2 in Ref. 77. This is the same potential that was used in Ref. 45, which showed that the

hydrophobicity of graphene is tunable. This potential reproduces the wetting angle of water on

graphite (∼ 90◦), although now there is evidence that the wetting angle of water on graphene is

significantly higher.79

We find the effective charge per carbon atom as a function of voltage from the dispersion

relationship of graphene.45 All carbon atoms have the same partial charge, with the charge placed

at the atomic centers of each carbon. The excess charge per carbon atom, qC, is

qC = −aV 2 sgn(V ), (3.4)

with a = 0.019336 e/volt2.45

3.3.3 Pore Dimensions

The calculations of the current through the pore (Section 2.4.2) and the pressure drop (Sec-

tion 2.7) both require the definition of the length of the pore, L, or a “pore region”, where L is the

length of the pore region in the direction of flow (Figures 2.2 and 3.1e). The edge of the pore is

defined as the place where the equilibrium density profile, ρ(x), has dropped by 90% of the total

drop between the bulk and the pore (Figure 3.1e)

ρ(xedge) = ρ0 − 0.9(ρ0 − ρpore), (3.5)

where ρpore is the average density inside the pore and ρ0 ≈ 1 g/cm3 is the bulk density of SPC/E

water. Since the pore is symmetric about x = 0, the length of the pore is given by L = 2xedge. In

the y and z dimensions, the pore region is large enough to encompass all water molecules in the

pore. The exact size is irrelevant because outside of the pore, molecules come within xedge of the

membrane exceedingly rarely.
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3.3.4 Markov Model

We define the states of the Markov model using the definition of the pore region (Figure 3.1e).

This region is divided into two halves by the plane of the membrane (x = 0). When an oxygen

atom is inside one of these two boxes, that box is occupied. The Markov states are defined using

the occupation of these boxes: the “full” state corresponds to both boxes being occupied, etc (Fig-

ure 3.3). Since our Markov model assumes that each box can only be singly occupied or empty, the

boxes must be small enough so that double occupation is rare. Using boxes defined as described,

the boxes are doubly occupied less than 0.3% of the time.

We compute the Markov transition probabilities by simply counting the number of transitions

between each state and normalizing by the total number of transitions.80 We calculate the steady-

state populations of the Markov process by diagonalizing the transition probability matrix and

finding the eigenvector with unit eigenvalue. We then calculate the transition rates by converting

the discrete Markov process into a continuous one using the sampling time step.

3.3.5 Reynolds Number

To compute the Reynolds number (eq. 2.26), we measure uin = 2 × 10−5 Å/fs explicitly in

a GD simulation set at q = 11 molecules/ns. Using values of ρ0 and η for SPC/E water from the

literature: ρ0 = 0.998 g/cm3,81 η = 0.729 mPa·s,82 and the “length” of the pore from eq. 3.5, the

result is Re ≈ 0.001.

3.3.6 Simulation Details

We model water using the rigid SPC/E potential.81,83 The simulations start with 200 ps of

bulk water equilibration at 1 atm and 298 K, at constant number, pressure, and temperature (NPT).

We then add the atomic membrane and remove any water molecules that overlap it. We equilibrate

the system again at NPT for 200 ps, only allowing expansion/contraction in the x-direction, because

the atomic membrane in the yz-plane should not be deformed. After both of the NPT steps above,

the box is linearly scaled over 100 ps to its average size during the NPT run. We then add an
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initial COM momentum in the x-direction, turn on GD, and stabilize the system for at least

2 ns. The simulations of more hydrophobic membranes require 4, 7, or 9 ns of stabilization time.

We then collect data for 5 ns. The simulation time step is 2 fs. The thermostat is a profile-

unbiased Nosé-Hoover thermostat with a 200 fs damping time and boxes that contain an average of

4 molecules (Figure 2.1). The simulation box is about 62×37×30 Å
3
with 2060 water molecules for

single-layer membranes, and 68×37×30 Å
3
with 2190 water molecules for double-layer membranes.

The exact value of Lx and the number of water molecules vary because of the NPT equilibration

and removal of water molecules when the membrane is added. The simulations are periodic in all

dimensions. We use the particle-particle particle-mesh method to compute long range Coulombic

forces.84

In the equilibrium simulations, we follow the same scheme as for the nonequilibrium simula-

tions, except that we do not need to achieve steady state.

The membranes atoms are rigidly fixed in place in all simulations except those presented

in Section 3.7. There, we use the DREIDING potential85 to model flexible membranes.86 We

include bond interactions, angle interactions, and dihedral interactions between the membrane

atoms. The DREIDING parameters are are those for sp2 hybridized carbon atoms, as in graphene.

The membrane atoms at the edge of the simulation box are fixed in space to prevent the membrane

from moving with the flow. We use rRESPA to maintain energy conservation with a reasonable

time step.87 We use a 4 fs time step for the k-space Coulombic interactions, a 2 fs time step for the

LJ interactions, a 1 fs time step for the dihedral interactions, and a 0.5 fs time step for the bond

and angle interactions.

For each set of parameters, we run 96 simulations. We perform simulations at two different

currents, 10 and 20 molecules/ns. To calculate p, we fit ΔP versus q using all 96 data points at

both currents by linear least-squares fitting with zero intercept, and substitute the slope of the

best-fit line for q/ΔP in eq. 3.3. The error bars in Figures 3.6, 3.7, and 3.5 correspond to the

standard deviations of the best-fit slopes. Appendix B describes the software and computational

resources used.
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3.4 Tuning the Hydrophobicity

The bulk hydrophobicity, measured by the wetting contact angle that a droplet of water forms

on a surface, is a macroscopic manifestation of the microscopic interactions between the surface

and the water. These interactions can be divided into two categories: the interactions between the

surface and the polar degrees of freedom in the water, and the interactions between the surface

and the density degrees of freedom in the water, or van der Waals interactions. Here, we discuss

the effect of both of these types of hydrophobicities on the permeability of water moving through

an atomic membrane. To tune the polar part of the hydrophobicity we apply a voltage to the

graphene sheet relative to the Fermi level.45 The resulting electric field couples strongly to the

polar degrees of freedom in water. The van der Waals interactions can be simply tuned with the

LJ ε parameter for the water-surface interaction. This separation between polar and van der Waals

interactions is a conceptual device consistent with qualitative classes of intermolecular forces; it

does not translate to a rigorous separation between the density and polar degrees of freedom in

the liquid on all length scales. The statistics of density and polarization fields in liquid water are

coupled, so tuning ε will impact the polarization fluctuations, just as changing the voltage will

modify the density fluctuations.

The contact angle is incredibly sensitive to changes in both types of interactions. Simulations

have predicted that changing the voltage relative to the Fermi level by only ±0.35 V decreases the

contact angle by almost 20◦.45 This is an electrowetting effect completely dominated by collective

polarization fluctuations.45 Experimental work is consistent with these predictions.88,89 The contact

angle is likewise sensitive to changes in the van der Waals interaction strength. A 0.2 kBT change

in the LJ ε parameter, which tunes the van der Waals interactions between the membrane atoms

and the water, changes the contact angle by 130◦.77

Because a characteristic trait of liquid water is its ability to form extended hydrogen bonding

networks, we also perform simulations with a model we call “apolar water”, which has the same

mass, density, and steric interactions as the SPC/E water model, but that has no hydrogen bonds
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Figure 3.2: The permeability in femtoliters/second (eq. 3.3) of a single pore in a graphene sheet
as a function of the voltage applied to the sheet, reported in volts. The hydrophobicity of the
graphene sheet, calculated in Ref. 45, does not follow the permeability shown here.

or polar degrees of freedom.

3.5 Polar Interactions

We compute the permeability of porous single-layer graphene over a range of voltages applied

to the sheet using GD, the pump method,76 and linear response theory.43 Using contact angle

measurements, MD simulations of water droplets on graphene have shown that graphene becomes

more hydrophilic at both positive and negative applied voltages.45 In light of these simulations, our

results show that the hydrophobicity of the sheet does not predict the permeability (Figure 3.2).

The permeability of the sheet is higher at positive voltages (excess electrons) but lower at negative

voltages (excess holes), even though the sheet is more hydrophilic in both regimes.45 The size of

the error bars illustrates the difficulty of converging these calculations, and it is only with GD that

a statistically significant trend appears. For similar computational costs and for all simulations

and quantities reported here, the standard errors are smaller for GD than for either of the other

methods (Figs. 3.2 and 2.7d).
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Figure 3.3: Panel (a) shows the four states used in the microscopic Markov model for transport.
The inset to panel (b) shows 20 picoseconds of a time series of this Markov process, from which
we compute the transition probabilities (Section 3.3.4). Panel (b) shows Wbreak, the rate at which
a pair of molecules in the pore break their hydrogen-bond, which we interpret as a proxy for the
evaporation-condensation transport rate (see text). Panel (c) shows the steady-state probabilities
of singly (orange) and doubly (green) occupied states. Both Wbreak and the probability of a singly
occupied state are correlated with the permeability, while the doubly occupied state is anticorrelated
with it. The inset to panel (c) illustrates how the limber hydrogen atoms of a water molecule form
contacts with a negatively charged sheet, enabling hydrogen-bond dissociation, single occupancy,
and encouraging the evaporation-condensation mechanism.

The discrepancy between the permeability and the hydrophobicity suggests that passage dy-

namics are not dominated by a large-scale collective hydrophobic effect, like capillary wetting.90 We

instead suspect that microscopic motions control the transport dynamics in pores with dimensions

comparable to a water molecule. To test this hypothesis, we coarse-grain the occupancy of the

channel and develop a stochastic Markov model of the transport process. The pore is small enough

that passage is single-file (Figure 3.1), so there are only four Markov states, depicted in Figure 3.3a.

We run simulations at equilibrium and compute the transition probabilities and steady states of

the Markov process directly from the time series (inset, Figure 3.3b).

We examine two mechanisms for water passage through the pore: As with single-file water

in CNTs, water molecules can move through the pore in a translocation mechanism, crossing the

membrane while maintaining an unbroken chain of hydrogen bonds.39,40,59,91–96 In the case of an

atomically thin channel, however, water molecules can also cross the sheet individually, severing
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hydrogen bonds and moving through the pore in an evaporation-condensation mechanism.

To differentiate these mechanisms, we focus on the hydrogen-bond (H-bond) between two

water molecules in the pore. The translocation mechanism relies on this H-bond staying intact,

while the evaporation-condensation mechanism requires that this bond breaks. We approximate

the breaking rate of this H-bond, Wbreak, as the Markov transition probability per unit time from

a fully occupied pore to a singly occupied pore (Section 3.3.4),

Wbreak ≈ Wfull→top +Wfull→bottom, (3.6)

using the state labels in Figure 3.3a. Wbreak follows the permeability closely (Figure 3.3b); a

larger Wbreak correlates to a higher permeability. This implies that the evaporation-condensation

mechanism becomes more prevalent at higher permeability (positive voltages). The steady-state

occupancies of the Markov process support this picture as well: the probability of observing a singly

occupied pore correlates positively with the permeability, while the probability of a observing a

doubly occupied pore is anticorrelated with it (Figure 3.3c).

We propose the following picture to explain the results of the Markov model: When graphene

is negatively charged (positive voltage), it functions as an H-bond acceptor and can form contacts

with the positively charged hydrogens on the water molecules (inset, Figure 3.3c). With their

H-bonds satisfied through contacts on the sheet, the water molecules can break their H-bonds with

other water molecules more easily. A positive voltage thus facilitates H-bond breakage both between

the water molecules in the channel and between the bulk and the channel waters, thereby lowering

the barrier for the evaporation-condensation mechanism relative to the translocation one. Because

water molecules pivot around a massive oxygen there is an intrinsic molecular asymmetry in the

dynamics of passage, so that the hydrogens enter the channel first. We propose that the decrease

in permeability at positive charge (negative voltage) is due to an increasing energetic penalty for

the light and rotationally mobile hydrogen atoms to enter the pore.

The Markov model reveals that the asymmetry of the permeability as a function of voltage

can be explained in molecular terms, by a transition from a concerted translocation transport mech-
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anism to an evaporation-condensation mechanism. Because the transport process is bottlenecked

by only a few water molecules for pores of these sizes, the collective aspects of hydrophobicity

have little bearing on the dynamics of water passage. Instead, local interactions, in the form of

hydrogen–membrane contacts, control the transport process.

3.5.1 H-bond Survival Time

One could argue that other processes should contribute to the Markov breaking rate

Wbreak ≈ Wfull→top +Wfull→bottom +Wfull→empty +Wtop→empty +Wbottom→empty. (3.7)

This is a moot point for two reasons: First, the empty state is rare, so the transition probabilities

to it are negligibly small. Second, these rates follow the same trend anyways.

To verify that Wbreak is a good proxy for the H-bond breaking rate, we calculate the breaking

rate for H-bonds between two molecules in the pore explicitly. We define an H-bond as an O-O

separation of 3.5 Å or less and a O-H-O angle of 30◦ or less.97 We then compute the average time

that an H-bond lasts between two molecules inside the pore. We ignore H-bonds which “break”

because one of the molecules leaves the pore. The inverse of this survival time is the explicit breaking

rate. This gives an independent estimate of the H-bond survival time, which is not influenced by

any transport events. The explicit breaking rate follows the same trend as the Markov Wbreak,

and is even quantitatively comparable (Figure 3.4). We conclude that the Markov estimate of the

H-bond breaking rate accurately captures the H-bond dynamics

3.5.2 Pore Functionalization: Local versus Nonlocal Polar Interactions

The hypothesis that the local interactions between the pore and the water in the pore are

responsible for trend in permeability can be further tested by applying a charge to the atoms at the

edge of the pore only. This is also a simple model for chemical pore functionalization. Instead of

studying a slew of possible chemical modifications to the pore edge, we model the effect by simply

charging the carbon atoms at the edge of the pore (Figure 3.5, inset). While this is surely not

57



0.2 0.4 0.6 0.8
Permeability (fL/s)

2.0

2.5

3.0

3.5

E
x
p
li
c
it

W
b
re
a
k
(
p
s
−
1
)

Figure 3.4: The survival time of an H-bond between two water molecules in the pore can be
computed using an explicit definition of an H-bond, as discussed in the text. The explicit breaking
rate is the inverse of this survival time, and is correlated with the permeability in the same way
as the Markov Wbreak. The quantitative values are on the same order of magnitude as well. This
supports the data in Figure 3.2b.

exhaustive, it gives an idea of the trends in permeability that might be discovered with chemically

modified graphene pores. We report the applied charge as an “equivalent voltage” to make contact

with Figure 3.2 and Ref. 45. At a given equivalent voltage, the charge on an edge carbon atom is

equal to the charge per carbon atom at that voltage in Figure 3.2, but the other carbon atoms are

neutral.

We find that the trend in permeability is qualitatively unchanged whether a voltage is applied

to the sheet, tuning the bulk hydrophobicity, or only the local interactions are tuned, modeling pore

functionalization (Figure 3.5). This supports the hypothesis presented in Section 3.5, that the shift

in molecular transport mechanism responsible for the permeability trend observed is dominated by

the local interactions between the water molecules and the pore. In other words, the molecular

interactions in the vicinity of the pore overpower the collective polarization fluctuations in the

bulk liquid. These local interactions could be tuned experimentally through pore functionalization,

providing a useful handle for optimizing graphene membranes and other atomically thin membranes.

Note that the trend is slightly weaker when only the edge carbon atoms are charged (Figure 3.5).

This is likely because the next ring of carbon atoms around the pore also contributes to the local
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Figure 3.5: The permeability of porous single-layer graphene as a function of applied voltage (black
points), compared to the permeability (red points) when only the carbon atoms on the edge are
charged (red atoms, inset). This no longer corresponds to an applied voltage, so we report it as an
“equivalent voltage.” The charge per carbon atom on the edge of the pore is equivalent to what it
would be in a fully doped graphene sheet at the equivalent voltage. The trend is the same whether
the entire membrane is charged or only the edge atoms are charged, reinforcing the evaporation-
condensation mechanism facilitated by local hydrogen bonding. The improvement factor is the
ratio of the permeability to that of conventional RO membranes (see text).

interactions, but were not charged in this study.

3.6 van der Waals Interactions

We now discuss the results of tuning the van der Waals part of the hydrophobicity through

the LJ ε parameter. We find that, as the atomic membranes become more hydrophobic, the

permeability first increases slowly and then drops sharply (Figure 3.6a). The most noticeable part

of the data in Figure 3.6a is the sharp drop in permeability, which occurs at different critical contact

angles for single- and double-layer atomic membranes. As we show below, the thermodynamics of

wetting describe this threshold behavior.

Just as the application of hydrodynamics to atomically small length scales is specious, so is

the application of macroscopic thermodynamics, and for the same reasons. Nonetheless, we show

that the thermodynamics of the dewetting transition does give a semi-quantitative description of
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Figure 3.6: (a) The permeability as a function of contact angle on single-layer (blue) and double-
layer (red) atomic membranes. We tune the contact angle by changing the membrane-water LJ
interaction energy ε.77 As the membranes becomes more hydrophobic, the permeability initially
increases due to decreasing friction and then decreases sharply due to dewetting. The arrows show
the critical dewetting contact angles from macroscopic thermodynamics for both single-layer (dark
red) and double-layer (light blue) membranes, reported in Table 3.1. (b) No dewetting transition is
seen for apolar water because this model does not form a hydrogen bonding network. We report the
LJ ε parameter as the “effective” contact angle to make a connection to (a). The effective contact
angle corresponds to the value of ε that generates that contact angle for SPC/E water. The
improvement factor is the ratio of the permeability to that of conventional RO membranes (see
text).
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the threshold phenomenon observed for the permeability of hydrophobic atomic membranes (Fig-

ure 3.6a). The dewetting transition is an equilibrium phenomenon that shares some similarities to

homogeneous nucleation theory and capillary action. An early observation of the dewetting tran-

sition using computer simulations comes from the work of Wallqvist and Berne, who studied the

spontaneous evaporation of liquid water between two paraffin plates.20 The free energy of dewetting

is a competition between bulk and surface terms associated with filling or emptying the pore.53

The pore in both single- and double-layer atomic membranes is roughly cylindrical. For a

cylindrical pore with radius r and length L, consider the grand potential of the pore when it is

occupied by liquid, Ω�, or vapor, Ωv,
27

Ω� = −P�πr
2L+ 2γs�πrL (3.8)

Ωv = −Pvπr
2L+ 2γsvπrL+ 2γv�πr

2, (3.9)

where Pv and P� are the pressures of the respective phases, and γsv, γs�, and γv� are the surface

tensions. The free energy difference between the phases is

ΔΩ ≡ Ωv − Ω� = ΔPphπr
2L+ 2γv�πrL cos θ + 2γv�πr

2, (3.10)

where ΔPph ≡ P�−Pv is the pressure difference between the phases and θ is the contact angle from

Young’s equation, γv� cos θ = γsv − γs�.
35 At the critical contact angle, ΔΩ = 0, which gives the

relationship for the critical contact angle, θc,

− cos θc =
ΔPphr

2γv�
+

r

L
. (3.11)

Using the approximate values ΔPph = 1 atm and γv� = 72.1 mJ/m2, we find

− cos θc = r

(
1

1.4 μm
+

1

L

)
. (3.12)

In our simulations, L is on the order of Å, so the first term is negligible and we can simplify the

relation to

− cos θc ≈ r

L
. (3.13)
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r (Å) L (Å) θc (◦)

Single-Layer 3.7 4.2 152
Double-Layer 3.7 6.5 125

Table 3.1: The thermodynamic prediction of the critical wetting contact angle from eq. 3.13

The predictions of eq. 3.13 as a function of L for the critical angle on single- and double-

layer atomic membranes are summarized in Table 3.1 and shown as arrows in Figure 3.6a. These

predictions are surprisingly good given the macroscopic equilibrium nature of the free energy ar-

gument, but irrespective of their quantitative accuracy, they explain the qualitative decrease in θc

as the pore gets longer. It is interesting to note that eq. 3.13 predicts that the critical contact

angle can never be smaller than 90◦. Further, as long as the pore length is significantly smaller

than one micron, well within the regime where macroscopic thermodynamics is valid, the critical

contact angle only depends on the aspect ratio of the pore and is independent of the properties

of the liquid and the membrane. The radius r used in Table 3.1 is the center-to-center distance

between atoms in the geometry shown in Figures 3.1a and 3.1c, and the pore lengths, L, are de-

termined using eq. 3.5, as discussed there. This choice of r reflects the ambiguity inherent in the

thermodynamics behind eq. 3.13. With only a handful of molecules to distinguish between “vapor”

and “liquid” phases inside the pore, there can be no rigorous classification of a thermodynamically

stable interface in either putative phase. Nonetheless, thermodynamic dewetting calculations can

be semi-quantitative for nanoscopic volumes.27 Since the water density profile inside the pore is

hourglass shaped (Figure 3.1e), an optimal cylinder to approximate the wetted interface for the

pore would place r larger than the minimally accessible surface area that compensates for the ex-

cluded volume of the membrane atoms in the narrowest region of the channel. We simply use a

value of r equivalent to the distance between atomic centers, partly because it is easy to determine

from experiments. Section 3.9 generalizes this argument further.

The other important feature of the data in Figure 3.6a is the slow increase in the permeability

as the membrane becomes more hydrophobic. This is due to friction between the water and the
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membrane. On more hydrophilic membranes, the water-membrane interaction is more attractive,

so the water molecules stick more strongly to the membrane, leading to more friction and lower

permeability. This is a purely dynamical aspect of the passage process and has no counterpart at

equilibrium.

While the dewetting transition observed for SPC/E water leads to a threshold behavior at

intermediate hydrophobicities, the permeability of apolar water is a smooth and monotonically

increasing function of the effective contact angle (Figure 3.6b). For apolar water, we report the LJ

ε parameter as the “effective” contact angle to make a connection to SPC/E water. The effective

contact angle corresponds to the value of ε that generates that contact angle for SPC/E water

according to Ref. 77. We speculate that the lack of a dewetting transition in apolar water is due

to the low vapor pressure and high surface tension of SPC/E water compared to apolar water.

Because water forms hydrogen bond networks, it has a remarkably low vapor pressure and high

surface tension for a low molecular weight substance. These features make the approximation in

eq. 3.13 accurate for water. Apolar water cannot form hydrogen bonds, so it is far from liquid-vapor

coexistence and its dewetting transition over this range of ε. Removing the dewetting transition

simplifies the analysis of the permeability because apolar water only experiences friction.

The dewetted pores also reveal a key difference between the pump method and GD. GD fixes

the current, but admits fluctuations in the pressure drop. The pump method is the complementary

method to GD, as it fixes the pressure drop but admits fluctuations in the current. For very small

currents, flow becomes intermittent and equilibration to steady state very difficult. This gives rise to

a discrepancy between the pump method and GD on very hydrophobic membranes (Figure 3.7). In

order to allow sufficient passage to achieve steady state, one must apply exceedingly high pressures

in the pump region. At very high pressures, it is not computationally feasible to converge the results

with respect to the box length. While GD will also generate large pressures to maintain a given

current, the external acceleration is not discontinuous as in the pump method, so shorter boxes can

be used. Further, GD allows the user to specify how many passage events they want to observe

in a simulation of a given length, and automatically finds the pressure drop that is necessary to
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Figure 3.7: The permeability of a porous double-layer atomic membrane as a function of contact
angle on a single-layer membrane. The pump method (blue) and GD (black) show the sharpest
disagreement for the most hydrophobic membranes (circled in red), past the dewetting transition.
The improvement factor is the ratio of the permeability to that of conventional RO membranes (see
text).

generate that current. Practically, this eliminates the need for preliminary testing with the pump

method to determine the pressure required to drive sufficient flow.

The general behavior we observe here when tuning the van der Waals part of the hydropho-

bicity is qualitatively different from that seen when tuning the hydrophobicity through polar in-

teractions (Figure 3.6a). The molecular transport mechanism that was central to the behavior

observed in Section 3.5 are overshadowed here by friction and dewetting. On detailed inspection,

the contact angle alone is insufficient to fully characterize even the thermodynamic aspects of the

hydrophobic effect; Ref. 90 also finds discrepancies between polar and nonpolar hydrophobicity in

the statistics of interfacial fluctuations.

3.7 Flexible Membranes

We now turn to the effect of membrane flexibility on the permeability of atomically thin,

porous membranes. As discussed in Chapter 2.9, there is a controversy in the literature regarding

water flow through CNT.61 Some of the disagreement is likely due to the differences in the rigidity
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or flexibility of the CNTs. Only two studies have directly addressed the effect of rigidity.57,69

They both found that flexible CNTs have about 20% higher permeability than rigid ones, but they

do not explain why. Simulations by Ma et al. suggest that longitudinal phonon modes in CNTs

contribute to the low friction observed there and could be the origin of the increased permeability.86

In Section 2.9, however, we find that a 2d Lennard Jones fluid in Poiseuille flow between two walls

has a smaller slip length, and therefore a smaller permeability, when the walls are flexible. This is

the opposite of the results in CNTs. In Section 2.9, this result is attributed to the ability of the

flexible walls to more efficiently absorb kinetic energy from the fluid, thereby reducing its velocity

at the wall. Further, in these 2d simulations, the wall particles are separated by only 1 σ so there

is not space for significant longitudinal motion and the majority of the wall flexibility is transverse

to the flow direction.

Here, as in the CNTs, most of the membrane motion is in the longitudinal direction, in the

direction of the flow. We find that the permeabilities for the flexible membranes are systematically

higher than for the rigid ones, though only by about 7% (Figure 3.8). Note that the permeabilities

for the rigid membranes computed here are slightly higher than those reported in Section 3.6

because they are equilibrated 5 ns longer to ensure that the small difference between the flexible

and rigid membranes is real.

We explore several possible origins for the increased permeability on a flexible membrane:

pore stretching, dynamic correlations, and reorientation inside the pore. We look at the effect of

pore stretching first. This is an effect unique to atomically thin membranes, where, as the pore

atoms stretch downstream the pore enlarges to reduce the amount of bond stretching. In CNTs,

on the other hand, these motions are longitudinal phonons that do not stretch the nanotube. We

find that the density of water in the pore region (Section 3.3.3) extends slightly further from the

center axis of the pore for a flexible membrane than a rigid one (Figure 3.8b). These densities are

computed in the membrane frame, where the center of the pore region in the x-direction moves with

the center of mass of the 12 atoms at the edge of the pore. Far from the center of the pore (large

r), where stretching is evident, the flux is zero, so stretching does not allow more water through
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Å

2
)

(b)

(a)

Figure 3.8: (a) The permeability of a single-layer atomic membrane is systemically larger when
the membrane is flexible (orange) than when it is rigid (blue). (b, left axis) The density of water
molecules in the pore region (Section 3.3.3) as a function of the distance from the center axis of the
pore, r (solid lines). The slight increase in density at large r on flexible membranes indicates that
the pore stretches by a very small amount. Note the log scale. (b, right axis) The flux through the
pore as a function of r (dotted lines). The flux is zero for large r, where the excess density is, so
the slight stretching does not allow more water through the pore.

the pore (Figure 3.8b). To test this, we compute the average position of the membrane when it is

flexible and perform simulations with the membrane frozen at this average position. This yields the

same permeability as the rigid and flat membrane, ruling out any effect due to steady-state pore

stretching. This does not rule out the role of short lived stretching fluctuations, however, which we

discuss next.

We test the hypothesis that the increased permeability is due to longitudinal motions of the

membrane. Indeed, the fluctuations of the flow rate ṅ(t) are correlated with the fluctuations of
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Figure 3.9: (a) The cross-correlation between the velocity of the pore in the direction of flow
and the flow rate (see text). The nonzero correlation at time zero shows that the motion of the
membrane is correlated with flux through it. (b) The steady-state orientational distribution of
water molecules in the pore region (Section 3.3.3) as a function of the projection of the water
dipole moment along the direction of flow, μx. Various values of this projection are illustrated by
the tick labels. The steady-state distribution is identical for rigid and flexible membranes. The
reorientation probabilities described in the text refer to reorientations that cross the dotted black
line.

the pore velocity in the longitudinal direction, ḣ(t), where overdots indicate time derivatives (Fig-

ure 3.9a). Here, n(t) is the collective variable defined in Section 2.4.2, which effectively counts

passage events.43 Its time derivative ṅ(t) is the flow rate. Bearing in mind a pseudo stick boundary

condition for the fluid in the pore, a Langevin description of the flow rate might include a coupling

to the membrane velocity

ṅ(t) = v + ξ(n− vt) + cḣ(t) +
√
2Dη(t), (3.14)
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where v is the steady-state flux, ξ is the drag term, c is some proportionality constant, D is the

generalized diffusion constant for n(t), and η(t) is white noise.98 In this case, the flow rate would be

enhanced by an amount proportional to the integral of the cross-correlation function
∫

dt 〈ḣ(t)ṅ(0)〉.

The integral of this cross-correlation function, shown in Figure 3.9, is zero, however, so this theory

does not explain the increased permeability. One might expect that the increased permeability

could be accounted for in the membrane frame, where the fluid velocity is taken relative to the

membrane velocity. This is also not the case; the permeabilities are the same in both the lab and

membrane frames. This holds true whether the permeability is computed away from equilibrium

with GD, or at equilibrium with linear response theory.43 Nonetheless, the nonzero correlation

between the flow rate and the pore velocity could be the cause of the increased permeability, in

some framework not captured by linear response theory.

Finally, we hypothesize that the reorientation dynamics are responsible for the difference

in permeability between the flexible and rigid membranes. The steady-state orientation of water

molecules in the pore is identical for both rigid and flexible membranes (Figure 3.9b). To study the

reorientation dynamics, we compute the reorientation probability using a two state Markov model.

The two states are differentiated by the projection of the water dipole moment along the direction of

flow, μx. The two states are μx < 0 and μx ≥ 0, which correspond to molecules oriented with their

hydrogen atoms pointing upstream and downstream, respectively. We only consider trajectories of

water molecules during successful passage events. A successful trajectory encompasses only a single

excursion into the pore region (Section 3.3.3) that results in successful passage. During a successful

passage event, however, a molecule can pass through the pore several times, without leaving the

pore region. We construct a Markov time series where the “time steps” are delimited by passage

events in which the molecule passes through the plane of the pore. During each Markov time step,

the Markov state is determined by the average value of μx, sampled every 0.2 ps.

We then compute the Markov transition probabilities from this time series (Figure 3.9b). The

reorientation probability is given by the average of the (μx < 0) → (μx ≥ 0) and the (μx ≥ 0) →

(μx < 0) probabilities. The reorientation probability is the same (19%) on both rigid and flexible
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membranes (Figure 3.9b). This makes sense, considering that reorientation of water molecules is

dominated by the hydrogen atoms and, in our simulations, the hydrogen atoms do not interact with

the membrane, only the oxygen atoms do. So it is reasonable that the dynamics of the membrane

are invisible to the hydrogen atoms and therefore to the reorientation of the water molecules.

While we have not been able to precisely determine the cause of the increased permeabil-

ity on flexible membranes, we have ruled out a static explanation. The increase must be due

to some dynamic effect, likely related to the correlation between membrane motion and passage

events (Figure 3.9a).

Another possible explanation for the disagreement on the permeability of CNTs is the ther-

mostatting methods used in simulations.61,69,70 The thermostat can operate on the fluid, extracting

heat from the fluid only, or the CNT walls, extracting heat from the walls only, or both (Section 2.9).

With flexible membranes, we can now test the effect of the thermostat implementation in our sys-

tem by thermostatting the membrane instead of the fluid. However, in simulations of single-file

water flow through atomically thin membranes, we find that there is not sufficient thermal contact

between the membrane and fluid to maintain steady state. The low frequency modes of the mem-

brane do not couple efficiently to water’s librational modes that account for most of the thermal

energy in rigid water. As a result, the fluid heats at a rate of about 109 K/s, so we cannot make

any reasonable comparisons between thermostatting methods.

3.8 Bursty Transport

An interesting observation in these systems is that the passage time series appears bursty,

especially on the most hydrophobic membranes (Figure 3.10). The passage time series is the net

number of molecules that have passed through the pore as a function of time. We compute the

passage time series using the collective variable n(t) defined by Zhu et al. (eq. 2.25).43 The traces in

Figure 3.10 are the time series n(t), which are computed using the pore region defined in Figure 3.1e

according to eq. 3.5 and the equilibrium density considerations discussed there.
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Figure 3.10: The net number of passage events as a function of time for single-layer mem-
brane, n(t) (see text), transitions from a normal biased random walk in the most hydrophilic
membrane (blue) to a transport process dominated by bursts and long pauses in the most hy-
drophobic membrane (red).

3.8.0.1 Continuous time random walk model

To understand the bursty behavior observed in Figure 3.10, we use a biased CTRW model,

where a forward passage event is like a hop to the right on a 1d lattice, and a backward passage

event is a hop to the left (Figure 3.11a). This model is a one-step Markovian process in a discrete

state space. To map the continuous n(t) onto this discrete state space, we must discretize it. This

can be done with varying complexity, but the simplest method of rounding to the nearest integer

is adequate (Figure 3.11b). We test that the discretization procedure does not corrupt the data

by checking that both n(t) and the discretized n(t) have the same mean-squared displacement

at equilibrium and therefore yield the same collective diffusion coefficient.43 The dynamics of an

unbiased CTRW are completely determined by the waiting-time distribution, ψ(t), which is the

probability of observing a given waiting time between two consecutive hops, or passage events.

For this system, the CTRW is biased because there is a net forward flux, so we must consider the

forward and backward waiting-time distributions separately, ψf �= ψb (Figure 3.11a). We compute

the waiting times from the discretized n(t) as the elapsed time between each pair of consecutive

passage events. The forward waiting times are those where the waiting time is terminated by a
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Figure 3.11: (a) We model the passage of water through atomic membranes as a CTRW that brings
the system between states of different counts, illustrated in the coarse-graining (red line) of the time
series n(t) (gray line) in (b). This time series is a segment of that shown in Figure 3.10. The model
is fully described by the forward and backward complementary waiting-time distributions, Ψf(t)
and Ψb(t), the probabilities that no events have occurred either forwards or backward, respectively,
between time zero and time t. (c) A log-log plot of Ψf(t) for the most hydrophobic single-layer
membrane (red) shows that it follows a power law over about two decades with an exponential cutoff
at long times. A power-law distribution of waiting times is one hallmark of a clogging transition.71

The black line shows the power-law part of a fit by maximum likelihood estimation to eq. 3.18 (see
text). The power-law exponent is 1.7, which indicates a divergent average waiting time (eq. 3.20).
(d) A log-linear plot of Ψf(t) for the most hydrophilic single-layer membrane (blue) and apolar
water on the most hydrophobic single-layer membrane (green) emphasizes the exponential decay.
There is no significant power-law relaxation in either of these cases. Note the dramatic difference
in the range of the x-axis in panels (c) and (d).
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forward passage event, and likewise for the backward waiting times.

We plot the complementary cumulative waiting-time distributions to avoid errors associated

with binning (Figures 3.11c,d).99 The complementary cumulative probability

Ψf(t) = 1−
∫ t

0
dt′ ψf(t

′) (3.15)

is the probability that there is no hop by time t. For brevity we refer to Ψf(t) as the complementary

probability. We find that the forward waiting times appear to be power-law distributed for a couple

of decades on the most hydrophobic membranes (Figure 3.11c), but are exponentially distributed

on the hydrophilic membranes (Figure 3.11d). Note that for a power-law distribution, ψ(t) ∼ t−α,

the complementary distribution is also power-law, with an exponent that is shifted by one, Ψ(t) ∼

t−α+1, so plots of either the distribution or the complementary distribution can be used to identify

power-law behavior.

3.8.0.2 Maximum Likelihood Estimation

To characterize and quantify the power-law behavior, we fit the waiting-time distributions, ψf ,

to a series of model distributions: power-law, power-law with exponential cutoff (power-law-exp),

exponential, biexponential, stretched-exponential, and log-normal. The power-law-exp distribution

is defined as

ψf(t) ∼ t−αe−βt, (3.16)

with the appropriate normalization factor. Unlike the pure power-law distribution, the complemen-

tary distribution to the power-law-exp distribution is not power-law-exp. Instead it is an upper

incomplete Gamma function

Ψf(t) ∼ Γ(1− α, βt), (3.17)

which behaves asymptotically as t−α+1 for βt → 0 and as t−αeβt for βt → ∞. So, while the comple-

mentary distribution of a power-law-exp distribution is not exactly power-law-exp, it asymptotically

converges to a power-law-exp distribution for large and small βt. One can find a probability dis-
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tribution for which the complementary distribution is exactly power-law-exp:

ψf(t) ∼ t−αe−βt(1− α− βt). (3.18)

We also fit the data to this distribution, which is equivalent to fitting the complementary probability

Ψf to a power-law-exp distribution.

We use the maximum likelihood estimation (MLE) method to find the best-fit parameters for

each of these models. This gives significantly less biased estimates of the best-fit parameters than

least-squares fitting methods.99 For the power-law, exponential, and log-normal distributions there

are closed-form solutions for the MLE parameters. For the other distributions, we numerically

maximize the likelihood. The power-law and power-law-exp distributions diverge at t = 0, so they

must have some short-time cutoff, tc, below which they do not apply (Figure 3.12a). MLE cannot

be used to find this cutoff parameter, because as tc changes, the data set changes size. Instead, we

numerically minimize a Kolmogorov-Smirnov statistic, D, to find the optimum tc. Because we are

interested in the behavior of the tail of the distribution, we the Anderson-Darling statistic, which

is weighted to be equally sensitive over the entire domain of the distribution,

D = max
t>tc

|Ψ(t)− Ψ̂(t)|√
Ψ̂(t)

(
1− Ψ̂(t)

) , (3.19)

where Ψ̂(t) is the model distribution with the best-fit parameters from MLE.99 We perform likeli-

hood ratio tests as described in Ref. 99, which suggest that the power-law-exp distribution is the

best model to describe our data of those listed above, but these tests are too noisy to make any

conclusive statements in this case. Because eqs. 3.16 and 3.18 predict the same power-law behavior

and lead to the same qualitative conclusions, we henceforth limit ourselves to the case where Ψf is

power-law-exp (eq. 3.18).

3.8.0.3 Clogging Transition

To summarize the MLE results, we find that on the most hydrophobic membranes, the

waiting-time distributions we measure are best fit by a power-law distribution cutoff by an expo-
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nential at long times (Figure 3.11c). On the more hydrophilic membranes, and with apolar water,

regardless of the hydrophobicity, a power-law-exp distribution is still a good fit, but the exponen-

tial cutoff is at much shorter times, β−1 ≈ 10 ps, so that the power-law part of the distribution

is never the dominating factor (Figure 3.11d). On the hydrophobic membranes, the exponential

cutoff happens at very long times, β−1 ≈ 100− 200 ps, much longer than the timescale of any rel-

evant dynamics in water. A power-law distribution of waiting times is characteristic of clogging,71

a common phenomena in granular flows.71–73,100,101 For a true clogged process, the waiting-time

distribution is purely power-law at long times, with an exponent α ≤ 2. This corresponds to a

divergent average waiting time

〈t〉 =
∫ ∞

tc

dt tψ(t) =

∫ ∞

tc

dt t1−α → ∞ if 0 < α ≤ 2, (3.20)

which corresponds to the intuition of clogging, that once a clog has formed, another passage event

will not happen without some external influence. Here, the MLE fits predict α ≈ 1.7, which,

without the exponential cutoff, would correspond to a divergent average waiting time. Without

the exponential cutoff, the system would not be able to reach steady state because it would be

nonergodic.102 We postulate that the exponential cutoff is due to the finite size of the system,

which limits the maximum wavelength of density fluctuations. Also, because the membrane is

atomically thin, the capillary-wave fluctuations may be particularly relevant to transport across

the pore. The pore could act as a window function that filters the power-law spectrum of the

capillary waves, resulting in the power law with exponential cutoff that we observe.24,90

For clogged processes, the power-law waiting-time distribution should be accompanied by an

exponential burst-size distribution.71–75,100 The separation in timescales for the hydrophobic sheet

in Figure 3.10 is evident. This time series is punctuated by long pauses and large jumps, or bursts.

A burst is a set of events that occur without a pause time greater than tc between consecutive

events (Figure 3.12b).71 Figure 3.12a shows tc for a particular waiting-time distribution. In our

data, tc is always between 1 and 10 ps. The burst size is the net number of molecules that passed

through the membrane during a burst. We find that the burst-size distribution is exponential,
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Figure 3.12: (a) The MLE fit (gray line) of eq. 3.18 to the complementary waiting-time distribution
on the hydrophobic membrane shown in Figures 3.10 and 3.11c (black). The short time cutoff tc
is shown in blue. (b) Any waiting time that is longer than tc (blue) starts a new burst (red).
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distributed for the same systems shown in Figures 3.11c,d: SPC/E water on a hydrophilic (blue)
and hydrophobic (red) membrane, and apolar water on a hydrophobic membrane (green). This is
another hallmark of a clogging transition.71
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as expected for a clogged process (Figure 3.12c). The burst size can be zero or negative, but

Figure 3.12c only shows the probability for positive burst sizes.

The clogging behavior we observe is commonplace in granular flows, but has never to our

knowledge been observed in a molecular fluid. This behavior is not unreasonable given that, on the

scale of the pore, water is granular. The behavior we observe, however, cannot be explained solely

by the granular nature of water on these length scales. If that were the case, we would observe the

same behavior for apolar water. Instead, we find no evidence of clogging in apolar water, even on

the most hydrophobic membranes (Figure 3.11d). In granular flows, arch structures form at the

opening, causing frustration and clogging.71,73,75 Here, we postulate that the hydrogen bonding

network in water causes long range frustration that leads to clogging. In apolar water, this long

ranged hydrogen bonding network is not present, so clogging does not take place. It is also possible

that hydrogen bonds stabilize arch structures in water that are unstable in apolar water at the

same density. Further, our apolar water model is equivalent to a LJ fluid at T = 3.8 ε/kB and

ρ = 1.0 σ−3, which is deep into the regime of the supercritical fluid phase.103 It is tempting to

think that the absence of clogging is due to the low viscosity of a supercritical fluid, but in fact, its

viscosity is comparable to or higher than that of the dense liquid phase.104

3.9 Linear Response Theory in Dry Nanopores

The permeability is related to a transport coefficient, and can therefore be computed using

linear response theory.43 Linear response theory is at the heart of nonequilibrium statistical me-

chanics, and uses the natural fluctuations around an equilibrium reference state to describe how the

system behaves away from equilibrium.98,105 For the least permeable sheets, the pressure differential

is so large that the system could be pushed into the nonlinear regime (Figure 3.13). If one regards

the permeability as the hydrodynamic analog of electrical conductivity, where voltage plays the role

of the pressure differential, the current–pressure drop (q−ΔP ) relationship sketched in Figure 3.13

looks like the current-voltage characteristic of a diode, which is clearly nonlinear.106 In this section,

we turn again to thermodynamics to show that such an apparently nonlinear relationship can be
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Figure 3.13: On a very hydrophobic (θ = 128◦) double-layer atomic membrane, the relationship
between the current and the pressure drop is not linear with zero intercept. The black points
show the results from 192 GD simulations. Naively applying eq. 3.3 to compute the permeability
by fitting yields the conventional permeability (blue). The orange line shows an example of a
nonlinear description for the relationship that fits both the data and the equilibrium system that
necessarily has zero current and zero pressure drop.

made to obey linear response in the right reference state.107

Increasing the contact angle from about 30◦, the permeability of an atomically thin membrane

increases monotonically until the dewetting transition, where the channel dries and the permeabil-

ity decreases abruptly. The terms dry and wet state are anecdotal, but in molecular scale systems

like these, spontaneous transient fluctuations between the binary states do occur. The maximum

permeability occurs near the critical dewetting contact angle, which depends on the channel ge-

ometry, particularly the aspect ratio. As the pore becomes drier, fluctuations into the wet state

become more rare, and a larger applied pressure drop is required to induce the fluctuations into the

wet state that allow transport. This pressure drop forces the system far from the equilibrium state,

possibly into the nonlinear q−ΔP regime (Figure 3.13). Were such a nonlinear description accu-

rate, one would need to abandon basic linear response theory and describe the transport process

with a differential permeability.

Linear response relies on the notion that a system that is fluctuating about a stable reference

state cannot distinguish between an equilibrium fluctuation and a small external perturbation.

77
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Figure 3.14: On hydrophobic membranes, past the dewetting transition, fluctuations into the wet
state are rare, but a large enough applied pressure drop ΔP wets the pore and allows passage.

Under the action of a generalized force f the nonequilibrium average A is linear in f ,

A = 〈A〉ref + χreff, (3.21)

where 〈·〉ref is an average in the reference (unperturbed) ensemble and χref is the susceptibility

computed in the reference state. In this context, the observable is the current A ≡ q and the force

is the applied pressure drop f ≡ ΔP . For a very hydrophobic membrane, the reference state is

ambiguous. Both wet and dry states are dynamically metastable and the transitions between them

become more frequent as ΔP becomes larger. An alternative to the nonlinear description of the

q−ΔP relationship sketched in Figure 3.13 is a two-step process for passage in which the pore must

first wet under a large applied pressure drop ΔP before passage can occur (Figure 3.14).

In the simplest possible manifestation of this two-step process, the transport is still in the

linear regime after the initial wetting step. We apply this model to our nonequilibrium q−ΔP data

by fitting the q−ΔP relationship to a line with nonzero intercept (Figure 3.15a). We call the slope

of this line the “wet permeability”, because it is equivalent to the linear response permeability

computed with respect to the wet reference state. Below the dewetting transition, the wet perme-

abilities match those from Section 3.6, as they should, since there is no dry state (Figure 3.15b).

The small differences between the wet and conventional permeabilities here are simply due to errors

in the fitting process. At the dewetting transition, the wet permeability decreases along with the

conventional permeability, but then increases past the transition.

In the conventional picture, the q−ΔP relationship is completely specified by a single pa-
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Figure 3.15: (a) On very hydrophobic (θ = 128◦) double-layer atomic membranes, the relationship
between the current and the pressure drop is not linear with zero intercept. We fit the results
from 192 GD simulations (black) to lines with zero (blue) and nonzero intercept (orange). The
orange line describes a two-step process for passage (see the text). The pore first wets under a
large applied pressure drop (orange “Dry” segment) and then passage occurs with the usual linear
q−ΔP relationship (“wet permeability”). The shaded regions show the standard error on the fits.
(b) The slope of the blue line in (a) gives the conventional permeability used in Section 3.6 (eq. 3.3),
while the slope of the orange line gives the wet permeabilities. The wet permeability follows the
same trend as the conventional permeability below the dewetting transition, as it should, but above
the dewetting transition, it increases.

rameter, the slope or permeability (eq. 3.3). The conventional permeability fundamentally cannot

capture a nonlinear q−ΔP relationship because, like a differential resistance, it depends on the

range of values of q sampled in the simulations. For simulations that use the same values of q as

in Section 3.6, the conventional permeability can still give a qualitative picture, in which increased

resistance to passage results in a lower permeability, but it does not give the whole picture. An

accurate description of the transport must recognize that it is a two-step process. This two-step

process requires two parameters instead of one, the threshold pressure ΔPT which is the intercept
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Figure 3.16: (a) The pressure threshold for a double-layer atomic membrane as a function of
the contact angle computed from the intercept of the q−ΔP relationship along the abscissa in
Figure 3.15a. At the dewetting transition, this pressure threshold becomes nonzero. (b) The
number of water molecules in the pore region (Section 3.3.3) as a function of the pressure at
equilibrium. At 1 atm (0.1 MPa), the hydrophobic membrane (θ = 128◦, solid black) is dry and
the hydrophilic membrane (θ = 29◦, dotted black) is wet. Increasing the external pressure (purple
and green) wets the hydrophobic pore. While the dewetting transition is not sharp, it occurs near
the pressure threshold shown in (a).

on the abscissa in Figure 3.15a, and the slope past ΔPT. The slope is related to the permeability

in the usual way and ΔPT is the pressure threshold for wetting the pore away from equilibrium.

We compute the pressure threshold from the intercept of the linear fit to the nonequilibrium

q−ΔP data (Figure 3.15a). The pressure threshold is roughly zero below the dewetting transition,

as expected, and then increases past it (Figure 3.16a). From a practical RO perspective, the wet

permeabilities shown in Figure 3.15a imply that a very hydrophobic membrane (θ ≈ 140◦) is almost

as permeable as the optimal membrane with θ ≈ 80◦. This is misleading, however, because the

performance of an RO device depends on the entire q−ΔP relationship, not just its slope. For
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an RO facility to take advantage of the high permeability of hydrophobic membranes, it would

need to operate at applied pressures above the wetting pressure of the pores, which is clearly not

feasible (Figure 3.16a). Note that the fluctuations in the pressure threshold peak at the dewetting

transition, analogous to the susceptibility at a second order phase transition (Figure 3.16a).

Equilibrium simulations at varying pressures show that the nonequilibrium pressure threshold

roughly corresponds to the equilibrium wetting pressure of the pore (Figure 3.16b). At 1 atm, a

hydrophobic membrane is in a dry state at equilibrium, and the pore is most likely empty. As the

external pressure increases, the peak in the pore occupation distribution shifts to three molecules,

which corresponds to the wet state seen on hydrophilic membranes (Figure 3.16b). In these finite

systems, where the difference between the wet and dry states depends on the occupation of three

molecules, the dewetting transition is far from sharp. This makes it difficult to specify a precise

equilibrium wetting pressure, but the equilibrium wetting pressures are on the order of 100s of

MPa, similar to the nonequilibrium pressure thresholds (Figure 3.16a). The pressure intercept of

the q−ΔP relationship is a nonequilibrium pressure threshold for wetting the pore. It is an upper

bound for the true equilibrium wetting pressure. The two are equal only when the transport process

is reversible. Note that the occupation probabilities in Figure 3.16b are more broad than Poisson

distributions, which is what one would expect if the number occupation statistics were independent

and uncorrelated.

The two-step transport process describes a linear q−ΔP relationship with nonzero intercept.

At equilibrium, however, any system has both zero current and zero pressure drop, so any valid

q−ΔP relationship must go through the origin. The q−ΔP relationship must therefore have two

segments, one linear with nonzero intercept, and a flat segment that connects the origin to the

pressure intercept (Figure 3.15a). The two segments of the q−ΔP relationship correspond to the

two steps in the passage process and the two possible reference states for linear response theory.

The linear response permeability with respect to the wet state is computed in an equilibrium

system at a pressure above the wetting pressure (Figure 3.16b). For very hydrophobic pores, like

those we study here, the equilibrium state at ambient pressure is the dry state, so the linear
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response permeability with respect to the dry state is computed using equilibrium systems at

ambient pressure. When computed in the wet reference state, permeabilities evaluated in linear

response roughly match the nonequilibrium wet permeabilities shown in Figure 3.15b. The linear

response permeabilities average poorly, which is the reason for studying them with nonequilibrium

techniques (Section 3.5).

For a hypothetical macroscopic pore with a true thermodynamic dewetting transition, the

linear response permeability computed with respect to the dry state would be vanishingly small

because the probability for fluctuations that allow water to cross the dry pore tend towards zero in

the thermodynamic limit. In this limit, the first segment of the q−ΔP relationship has a slope near

zero, as illustrated in Figure 3.15a. Our system, however, does not have a sharp thermodynamic

dewetting transition. In the dry state, there are always fluctuations that wet the pore; there is

almost a 30% chance of finding a molecule in the pore (Figure 3.16b). Some form of the nonlinear

description shown in Figure 3.13 with a non-negligible initial slope is therefore always strictly

correct. It remains to be shown that the large system limit and the corresponding simple linear

q−ΔP relationship in Figure 3.15a is in fact valid for these systems.

In these atomically thin membranes, with pores that admit only single file water, one might

suspect that the large system limit (Figure 3.15a) of the general nonlinear relationship (Figure 3.13)

is invalid. Indeed, the average pore occupation is around three molecules, a far cry from the thermo-

dynamic limit (Figure 3.16b). In Section 3.6, we show that a simple macroscopic thermodynamic

argument captures the dewetting contact angle surprisingly well, but this may not extend to more

detailed observables like the wetting pressure. To justify the large system limit, we generalize this

thermodynamic argument by allowing for more complex pore geometries.

For the thermodynamic analysis, we assume the pore volume is an hourglass shaped solid

of revolution about the pore axis and symmetric about the plane of the membrane. The grand
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potentials for the liquid and vapor phases inside the pore are27

Ω� =− P�V + γs�Aside (3.22)

Ωv =− PvV + γsvAside + 2γ�vAcap (3.23)

where Aside is the area of the side of the solid of revolution, Acap is the area of one of the caps on

the end of the solid, V is the volume of the region (Figure 3.17a), the γs are surface tensions, and

P� and Pv are the pressures of the two phases. The absolute free energies in eqs. 3.22 and 3.23

depend on quantities like Pv that are meaningless in systems like ours, where the “vapor phase”

is defined by the absence of about three molecules. But at the dewetting transition, only the free

energy difference ΔΩ ≡ Ωv−Ω� is important, and these ill-defined quantities appear in comparison

with well defined ones. At the dewetting transition, we have ΔΩ = 0, so

P ∗
� ≈ −γ�v

V
(Aside cos θ + 2Acap), (3.24)

where we used Young’s equation, γv� cos θ = γsv − γs�
35, P ∗

� is the critical wetting pressure, and we

have neglected Pv, because the vapor pressure of water is five orders of magnitude smaller than the

wetting pressures in Figure 3.16a.

We compare the nonequilibrium pressure thresholds (Figure 3.16a) to the thermodynamic

wetting pressures predicted by eq. 3.24. In Section 3.6, the pore was assumed to have a cylindrical

volume with the length and radius determined by the pore size and equilibrium water density (Ta-

ble 3.1). There, these assumptions gave a reasonable qualitative agreement with the critical contact

angle observed in nonequilibrium simulation. Here, these assumptions reproduce the same qualita-

tive trend in wetting pressure that we observe, but the agreement is unsatisfying (Figure 3.17b). We

now explore more complex pore geometries, which are perhaps more faithful to the true “thermody-

namic” surface. Further, instead of estimating the pore size from equilibrium density considerations,

we turn the problem around, and ask the thermodynamics to predict the shape of the pore. To

this end, we fit the pressure threshold data to the thermodynamic prediction to find the best-fit

pore size parameters.
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We fix the pore geometry to be the parabolic solid of revolution given by revolving

y(x) = ax2 + r (3.25)

about the x-axis. More complex solids require too many parameters and fits are underdefined by

the simple form of the pressure threshold data (Figure 3.17b). The geometry of the pore defined by

this revolved parabola depends on three parameters: its radius at the narrowest point r, its length

L, and the curvature of the side wall a. The cylindrical case shown in Figure 3.17a corresponds

to a = 0 Å−1. We fit these parameters to the pressure threshold data in Figure 3.17b, treating a

negative wetting pressure as a pressure threshold of zero. Since the nonzero data in Figure 3.17b

appear linear, one might worry about fitting three parameters to these data, but with reasonable

initial guesses, the fit converges well. Using γ�v = 72.1 mJ/m2 for water, the best fit pore geometry

has L = 8.0 Å, r = 1.3 Å, and a−1 = 64 Å, which describes the equilibrium water density in a

wetted pore amazingly well (Figure 3.17c). It is phenomenal that a simple argument based on

macroscopic thermodynamics can, in one stroke, capture both the equilibrium density of water

inside the pore and the nonequilibrium wetting pressure for flow through the pore.

The surprising success of this macroscopic argument to capture the pressure threshold data

suggests that the pressure threshold is indeed a valid concept in this system. If the wetting transition

were not sharp, this would not be a valid concept, and we would be forced to understand the system

in terms of the more complex nonlinear relationship presented in Figure 3.13. Instead, we find that

the pressure threshold is valid, the transition is sharp, and the q−ΔP relationship can be described

by its slope and pressure intercept alone. While the nonlinear q−ΔP relationship proposed in

Figure 3.13 is strictly correct, this system is deep in the limit where the initial shallow slope is

effectively zero, and the linear description is valid. This provides a simple, intuitive, and rich

description of the passage process.

On single-layer membranes, there is not a sufficient distinction between the wet and dry

states to perform a similar analysis. The critical dewetting contact angle is larger on single-layer

membranes. As a result, the single-layer systems we explore in Section 3.6 do not exhibit a putative
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Figure 3.17: (a) A schematic showing a cylindrical pore volume with the area of the side Aside, the
area of a cap Acap, the volume V , and the length L. This can be easily generalized to an arbitrary
solid of revolution, like the parabolic solid in panel (c). (b) The pressure threshold data shown
in Figure 3.16a (black). The solid lines are predictions of the thermodynamic argument based on
eq. 3.24 and panel (a). The blue line uses the pore geometry from Table 3.1 and illustrated in blue
in panel (c). The red line uses a parabolic pore geometry (eq. 3.25) fit to the black points. The best
fit geometry is shown in red in panel (c), with the equilibrium density of water in the background.
The gray blocks in (c) are the edges of the pore in the membrane.
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dry state. The existence of such a state, however, may be entirely washed out by fluctuations in a

smaller single-layer pore volume. In either case, it is remarkable that this thermodynamic model

captures the behavior of the double-layer membranes.

In very hydrophobic atomically thin porous membranes, the pores are dry at ambient pres-

sure. Water transport in these membranes becomes a two-step process, where the externally applied

pressure, ΔP induces wetting, and transport occurs from the wet state. The water current is near

zero until ΔP > ΔPT. This two-step behavior is a simple nonlinearity with respect to the dry state

at standard temperature and pressure. In the wet state, the system obeys linear response.

A similar explanation of, and resolution to, an apparently nonlinear phenomena has been

proposed for aqueous solvation dynamics.107 In the system we study, even with only three molecules

in the pore, the pore is close enough to the macroscopic limit that the transition to the wet state

is sharp and linear response theory about the wet state fully describes the transport process. This

simple thermodynamic argument captures both the equilibrium density of water inside a pore and

the wetting pressure for the dry pores.

From a naive perspective, a very hydrophobic pore has a high permeability. But in actual

applications for reverse osmosis, one can only achieve this permeability after applying a pressure

drop on the order of 0.5 GPa. Such large backing pressures are not only prohibitively large, they

are likely to mechanically destroy the membranes.

3.10 Conclusion

In this Chapter, we employ our nonequilibrium MD tool, GD, to study the hydrodynam-

ics of liquids moving through atomically small spaces. We probe the relationship between micro-

scopic interactions and emergent macroscopic hydrodynamic quantities, like the slip length, channel

permeability, and friction. These quantities are often material-specific inputs into hydrodynamic

transport theories, and understanding their origin is critical for tailoring the chemistry of inter-

molecular interactions to control fluid flow on atomic and nanoscale dimensions. GD is a tool

that may shed light on many interesting processes, but we focused attention on understanding how
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water flows through porous 2d crystals because it is a process fundamental to next-generation RO

membranes.39,40,42,48

The wetting contact angle is the most convenient measure of a substance’s hydrophobicity,

and here we use the wetting contact angle as a surrogate for the hydrophobicity. The contact angle

is sensitive to the liquid-solid surface tension, and there are several equivalent ways to tune the

surface tension that differ in their microscopic details. Doping a graphene sheet with electrons or

holes both decrease the contact angle, yet the permeability is a monotonically decreasing function of

the sheet’s charge.45 A Markov model reveals that the asymmetry of the permeability as a function

of voltage can be explained in molecular terms, by a transition from a concerted translocation

transport mechanism to an evaporation-condensation mechanism. Because the transport process

is bottlenecked by only a few water molecules for pores of these sizes, the collective aspects of

hydrophobicity have little bearing on the dynamics of water passage.

Electrical doping is an experimentally realizable method for tuning the hydrophobicity of

graphene, but there are other 2d crystals that are promising in fluid separation applications, like

MoS2 and BN. We model the effect of changing a membrane’s chemical composition by tuning the

van der Waals interaction strength between membrane atoms and the water molecules in electrically

neutral single- and double-layer membranes. Small changes of the LJ ε parameter, on the order of

fractions of kBT , lead to dramatic changes in both the wetting contact angle and the permeability

of atomic membranes. Just like charged membranes, the permeability is not a simple function of the

contact angle. While the contact angle does not predict the permeability, the thermodynamic theory

of dewetting does predict the observed onset of a threshold in the permeability.27 The permeability

increases dramatically if there is a thermodynamic driving force for the pore to wet, suggesting a

tenuous connection to capillary action in this system. Once the pore wets, increasing the strength

of the van der Waals attractions between the membrane and the water increases the friction and

decreases the permeability. This competition, between the static hydrophobicity that drives wetting

and the dynamical hydrophobicity that modulates friction, produces a “Goldilocks zone” for the

optimum permeability as a function of the hydrophobicity of neutral atomic membranes. From a
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practical perspective, for membranes that are much less than one micron in length, the optimal

contact angle can simply be estimated from the aspect ratio of the channel in the membrane.

Finally, we find qualitative differences between the most hydrophilic and hydrophobic mem-

branes for the statistics of water passage. In the extremely hydrophobic cases, water moves across

the membrane in a series of fits and starts, punctuated by long pauses and rapid bursts. A

continuous-time, one-step Markov model of the process shows that the waiting-time distribution

exhibits a power-law decay over about two decades in time, from about 1–100 ps, with an expo-

nential cutoff. The burst-size distribution exhibits an exponential decay. These two features, a

power law in the waiting-time distribution and an exponential distribution of burst sizes, are both

hallmarks of the clogging transition observed in a wide variety of systems, including driven granular

flows.71–75,100 The clogging we observe here, however, cannot be attributed entirely to the granular

nature of water on these atomic length scales, because it is absent in “apolar water”, a simple liquid

that has the same mass, density, temperature, and van der Waals parameters as SPC/E water, but

no charges. Because apolar water cannot form hydrogen bonds, we postulate that the frustrated

transport of water through very hydrophobic membranes is rooted in its hydrogen bond network

rather than the kind of geometrical or steric crowding one observes in granular systems.
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Chapter 4

Tetracene Aggregation on Polar and Nonpolar Surfaces

The contents of this chapter are reprinted, with permission, from

Strong, S. E.; Eaves, J. D. Tetracene aggregation on polar and nonpolar surfaces: Implications for

singlet fission. J. Phys. Chem. Lett., 6(7):1209–1215, 2015

4.1 Abstract

In molecular crystals that exhibit singlet fission, quantum yields depend strongly on inter-

molecular configurations that control the relevant electronic couplings. Here, we explore how non-

covalent interactions between molecules and surfaces stabilize intermolecular structures with strong

singlet fission couplings. Using MD simulations, we study the aggregation patterns of tetracene

molecules on a solid surface as a function of surface polarity. Even at low surface concentrations,

we find that tetracene self-assembles into nanocrystallites where about 10–20% of the clustered

molecules are part of at least one herringbone structure. The herringbone structure is the native

structure of crystalline tetracene, which exhibits a high singlet fission quantum yield. Increasing

the polarity of the surface reduces both the amount of clustering and the relative number of her-

ringbone configurations, but only when the dipoles on the surface are orientationally disordered.

These results have implications for the application of singlet fission in dye-sensitized solar cells.



4.2 Background

Singlet fission (SF), a process where one singlet excited state relaxes into two triplets, is a

fundamentally interesting electronic process that can address an important loss mechanism in con-

ventional single-junction solar cells.2 In such a cell, electrons excited by the absorption of photons

with energies greater than the optical gap dissipate this excess energy as heat.3 A solar cell with

both a SF chromophore and a conventional chromophore absorbs those high-energy photons and

splits them into two electrons, preventing heat loss. A device using this mechanism could break the

Shockley-Queisser detailed balance limit that bounds the efficiency of single-chromophore/single-

junction solar cells.2,3 In many ways, such a device would function as a multiple-junction solar

cell without the current-matching constraint.2 A dye-sensitized solar cell (DSSC), in which both

SF and conventional chromophores adsorb onto the surface of semiconducting nanoparticles, is one

concrete realization of such a device that resonates closely with the work presented here.2,4–6

For SF to occur with high efficiency, the singlet and two triplet states must have compa-

rable energy and be coupled sufficiently strongly.7–11 The large exchange energy present in acene

molecules satisfies the energy-matching criterion.7,8 The electronic couplings, however, depend

strongly on intermolecular geometry.7,8,12–46 Many studies find a variety of geometries that pro-

mote SF, but these geometries depend on the molecular system.11,13–21 While the precise inter-

molecular orientations that maximize SF are unknown, both calculations and experiments suggest

that SF can occur with high efficiency in acenes when the molecules adopt a herringbone structure

(Figure 4.1a).7,8,22,24,42 Since this is the structure found in many crystalline acenes at ambient

conditions, it is natural that SF was first discovered in them.2 In a DSSC, however, the intermolec-

ular structures of the molecules at noncrystalline densities determine the efficiency of SF. These

structures depend, in complex ways, on the molecular structures of the aggregating molecules and

on the interactions of those molecules with the surface.47–50

A large body of work, on both dimers and crystals, has manipulated the intermolecular struc-

ture of pentacene and tetracene derivatives through synthetic modifications to covalent architec-
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tures.9,11,14,15,18,19,29,31,51,52 We pursue a complementary approach that examines how noncovalent

interactions guide the self-assembly of intermolecular structures. In particular, we study how in-

teractions with the surface promote the assembly of aggregates that can undergo SF. Experiments

have found that the absorption spectrum of tetracene adsorbed to amorphous silica exhibits a

splitting similar to the Davydov splitting in bulk crystalline tetracene, even at low surface concen-

tration (1–2% of a monolayer).50 This suggests that the structures of the adsorbed aggregates are

similar to those in the bulk crystal, but this is, so far, an untested hypothesis. Our work exam-

ines this hypothesis and addresses a knowledge gap between the bulk (crystalline) and molecular

(solution-phase) structural properties of acenes.

The chemical, electronic, and topological properties of a surface all play a role in aggrega-

tion.53–56 Here, we investigate the effects of surface polarity using a model that encompasses both

microscopically and macroscopically polar surfaces. A microscopically polar surface is one that is

polar on atomic length scales but macroscopically nonpolar because of symmetry or disorder. Our

motivations for studying the effects of surface polarity are as follows: Recent work has found that

SF is only competitive with singlet electron injection in a DSSC when a spacer layer between the

chromophores and the semiconductor surface slows down electron injection.6 Tailoring the inter-

molecular interactions between the substrate and the chromophores in a DSSC by adjusting the

polarity of the spacer layer might offer considerable design flexibility. Surface polarity is also an

important feature in materials such as amorphous silica, which was used in the experiments by

Dabestani and co-workers,50 and titanium dioxide, a semiconductor frequently used in DSSCs.4,57

Silica has both a microscopically disordered polarity from the random orientations of the Si–O

bonds at the surface and an ordered polarity from passivation by hydrogen.58 In crystalline tita-

nium dioxide, the most stable surfaces are not macroscopically polar,59 even though the Ti–O bond

is polar on microscopic length scales. Surface passivation can also render many nonpolar surfaces

polar. For example, silicon passivated with Al2O3 exhibits a macroscopically polar surface.60 Fi-

nally, during solar cell operation, space-charge regions form at the interfaces between materials,

creating electric fields similar to those from a polar surface.61,62 In this work, we use the term
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“surface polarity” to encompass cases in which the surface is polar on macroscopic length scales

and those in which the surface is polar on molecular length scales but nonpolar on macroscopic

ones. This differs from the usual convention that uses the term surface polarity only to describe

surfaces that are macroscopically polar.59,63

4.3 Methods

To study the aggregation of tetracene on a surface, we perform classical MD simulations with

replica exchange to aid equilibration.64 The surface is in the xy-plane and is modeled by a slab of

point particles with LJ dispersion interactions with each atom on the tetracene molecules. In all

simulations, there are 10 tetracene molecules on the surface. We perform two simulations, one with

a 7 × 7 × 2.5 nm3 box, and another with a larger, 9.7 × 9.7 × 2.5 nm3 box. Using the area of the

crystal ab-plane as the area of a unit cell in a monolayer,65 this gives a surface coverage of ∼4.9%

of a monolayer for the small box and ∼2.5% for the large box. These are larger than the surface

concentrations used in the Dabestani experiments (1–2%),50 but a smaller concentration in these

simulations is too expensive and gives poor statistics.

The DREIDING force field66 with atomic charges from crystal DFT calculations67 describes

the inter- and intramolecular tetracene interactions. There are qualitative differences between

atomic charges from a vacuum monomer calculation68 and those from the crystal calculations.69 It

is unclear, a priori, which are more appropriate to use. To test this, we also perform simulations

using atomic charges from vacuum monomer calculations70 and notice no qualitative differences.

The DREIDING force field has been shown to qualitatively reproduce two experimental polymorph

structures of pentacene at room temperature and pressure,71 so should work for tetracene as well.

The LJ parameters for the interaction between surface particles and the carbon atoms of the

tetracene molecules are the same as those for the carbon-carbon interactions. This choice ensures

that the tetracene molecules attract one another with approximately the same strength as the

surface. The LJ interaction between the surface atoms and the hydrogen atoms is determined using

a geometric mean combination rule for the bond energies and an arithmetic mean combination rule
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for the bond lengths. The surface is the (001) face of a face-centered-cubic (fcc) lattice of particles,

with the lattice parameter set at the minimum of the LJ potential well (R0 = 3.9 Å). The surface

particles are fixed during the simulation.

To model the polarity of the surface, we place a point dipole at the center of each particle with

a random orientation. The random orientation is determined by picking the x, y, and z components

independently from a uniform distribution on [−0.5, 0.5]. The magnitude of these dipoles is a proxy

for the polarity of the surface. To measure the effects of surface polarity, we run simulations using

0.0, 0.2, 0.4, 0.6, 0.8, and 1.0 D dipoles. For reference, the dipole moment of water is about 2 D.

To get more data per simulation, we simulate tetracene molecules on both sides of a slab

of surface particles, using a simulation box twice as long in the z-direction (7 × 7 × 5 nm3). The

slab is 7.8 Å thick in the z-direction. We verify that this is thick enough to eliminate interactions

between tetracene molecules on opposite sides by averaging the total energy of one-sided and two-

sided simulations over 100 ps. If the two sides of a slab are non-interacting, the energy of the

two-sided simulation should be exactly double that of a one sided simulation. This is true to 1 part

in 100,000. Because of the surface, these simulations are not periodic in the z-direction. To prevent

interactions between periodic images in the z-direction, we use the conventional slab geometry, in

which a vacuum layer is added between periodic images in the z-direction.72 The thickness of the

vacuum layer is three times the length of the simulation box (15 nm). This thickness gives errors

in the forces on the order of 1 part in 1,000,000.

Long-range electrostatics are computed using the Ewald method modified for the slab geome-

try.72 Dispersion interactions are cut off at 12 Å. We use the rRESPA multi-timescale integrator73

to treat the bond, angle, dihedral, improper, pairwise, and k-space interactions with time steps of

0.25, 0.25, 0.5, 0.5, 1, and 2 fs, respectively.

Straightforward MD simulations are slow to equilibrate, so we use replica exchange molecular

dynamics (REMD).64 REMD is an MD scheme in which multiple replicas of a simulation are run at

varying temperatures. The replicas attempt to exchange with each other every 1 ps, and exchange

success is dictated by the metropolis condition.64 We use four replicas with temperatures of 280,
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296, 312, and 330 K; these are distributed exponentially to give an exchange success rate of ∼10%.

The temperature is held constant in each replica using the Nosé-Hoover thermostat.74,75 All data

are based on the 296 K replica.

The tetracene molecules are initially arranged separated from one another and laying flat

on the surface at a distance of R0 from the surface. Each simulation is composed of 0.5 ns for

equilibration followed by 0.5 ns for data collection. To measure equilibration, we look for aging

in the autocorrelation functions of the number of clustered molecules. In an equilibrated time

series, the autocorrelation function for the first and second halves of the data should be the same.

These autocorrelation functions are very noisy due to the small number of clustered molecules, so

instead of comparing autocorrelation functions, we compare the decay times of these autocorrelation

functions. We use 12 independent REMD simulations to generate each data point: 6 simulations

each with two sides of the slab.

The diffusion data and tetracene-surface interaction energy data are generated from simula-

tions with only one molecule on only one side of the slab. REMD is not used. The simulations

are equilibrated for 100 ps followed by 100 ps of data collection. All other settings are the same.

Squared-displacements are averaged over 1000 trajectories, each with a different configuration of

randomly oriented dipoles.

4.4 Results and Discussion

Because tetracene is a canonical SF chromophore, we explore the aggregation patterns of

tetracene molecules on surfaces as a function of surface polarity. We model the surface by a slab

of LJ particles with point dipoles at their centers, oriented either uniformly or randomly, to mimic

an ordered or disordered polar surface, respectively. We report surface polarity in units of the

magnitude of the dipole moment of the surface particles.

Even at low concentrations (5% of a monolayer), between 40 and 75% of the molecules are

in clusters of size two or larger (Figure 4.2a). Of those molecules in clusters, between 10 and 20%

of them are in at least one herringbone configuration (Figure 4.2a). The fraction of molecules in
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clusters is independent of polarity on ordered polar surfaces (Figure 4.2b). On disordered polar sur-

faces, however, the polarity has a qualitative impact on both the clustering statistics (Figures 4.2a

and 4.3) and the number of herringbone structures observed in clusters (Figure 4.2a). On these

disordered polar surfaces, diffusion constants decrease exponentially with polarity (Figure 4.4),

implying that energetic roughness on a disordered polar surface provides some degree of trapping.

Snapshots from simulations show both herringbone structures and π-stacked structures, in

which the molecules lie flat on one another (Figure 4.1a,b). While the experimental evidence sup-

porting the notion that the herringbone configuration promotes efficient SF is overwhelming, some

calculations have predicted that the π-stacked structures also promote SF.7,8,17,21,46 The stacking

angle, defined as the angle between the vectors normal to the molecular planes, distinguishes these

two configurations. The stacking angle alone cannot, however, unambiguously identify either con-

figuration. It does not resolve rotations about the normal axis of either molecule, nor does it resolve

a slip along the long or short molecular axis. The molecular COM distance, in conjunction with the

stacking angle, helps resolve these ambiguities. We construct the Helmholtz free energy surface as a

function of the COM distance, RCOM, and the cosine of the stacking angle, cos θ, by measuring the

probability of observing a given configuration, P (RCOM, cos θ), through histogramming. Ignoring

physically irrelevant constants, the Helmholtz free energy density is

F (RCOM, cos θ) = −kBT ln

(
P (RCOM, cos θ)

R2
COM

)
(4.1)

where T is the absolute temperature, 296 K, and kB is Boltzmann’s constant.77 We normalize by

R2 so that the COM free energy density reduces to the potential of mean force in three dimensions

when cos θ is integrated out of P (RCOM, cos θ).77 Figure 4.1c shows the free energy surface along

with the expected minima corresponding to the experimental crystal structure.

Figure 4.1c also shows the geometric criteria that we use to identify clusters and to as-

sign intermolecular herringbone structures. To quantify clustering, we define a cluster as a group

of molecules connected by neighbors for which RCOM is less than 5.5 Å (blue dashed line in Fig-

ure 4.1c). This definition includes both the first and second peaks in the radial distribution function
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Figure 4.1: Snapshots from simulations of tetracene show space-filled molecules in (a) herringbone
and (b) π-stacked configurations according to our geometric criteria. (c) The Helmholtz free energy
density for tetracene on a nonpolar surface as a function of the center-of-mass (COM) distance
between two molecules and the cosine of their stacking angle, as described in the text. The free
energy does not change qualitatively as a function of surface polarity. The contours are spaced by
1 kBT , with free energy decreasing toward the cooler colors. It is important to analyze the data
in the cosine of the angle rather than in the angle itself to avoid singularities in the Jacobian.76

The blue dashed line is the cutoff used to identify neighbors in the clustering calculation, and the
red box illustrates the geometric criterion that we use to identify herringbone structures. The blue
×s indicate the minima of the free energy for the experimental structure of crystalline tetracene.65

The red box surrounds the herringbone signatures in the crystal phase and the associated basin in
the free energy for clusters. The π-stacked configurations in (b) correspond to the minimum in the
free energy at cos θ = 1 and a COM distance of ∼4 Å.
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of the aggregates. The first peak corresponds to π-stacked and similar configurations, which are not

present in the crystal, while the second corresponds to the herringbone configuration. We define

a herringbone configuration as a pair of molecules for which RCOM is less than 5.5 Å and cos θ is

between 0.5 and 0.85. The red box in Figure 4.1c shows this region. We define pH as the conditional

probability that a molecule is in a herringbone configuration with at least one neighbor provided

that it is also in a cluster. We compute pH by averaging the number of molecules in at least one

herringbone configuration and dividing by the total number of clustered molecules.

Figure 4.2a shows that both the fraction of molecules in clusters and pH decrease with increas-

ing surface polarity, but only when the dipoles are oriented randomly. When the dipoles were all

aligned perpendicular to the surface, clustering is independent of surface polarity (Figure 4.2b). To

investigate the effects of surface concentration and finite system size, we perform simulations with

a fixed number of molecules on both a large and a small slab: low and high surface concentration,

respectively. From equilibrium arguments, one would expect the fraction of clustered molecules to

scale inversely with the area for a fixed number of molecules, so the fraction of clustered molecules

multiplied by the surface area should be the same for any size slab. This is true, except on the

small slab at high polarities, where the results saturate to a minimum clustering fraction for that

slab size (Figure 4.2b).

To gain deeper insight into how polarity impacts clustering, we compute probability distri-

bution functions of cluster size for various surface polarities. Figure 4.3 shows these distributions

and hints at some degree of cooperativity during clustering. To model cooperativity, we consider a

null hypothesis of noncooperativity. In the noncooperative picture, all molecules in clusters of all

sizes behave in exactly the same way; each molecule in the cluster can dissociate from the cluster

at any time, with a rate kd, and any molecule in the cluster can associate with a new molecule at

any time, with a rate ka. Ignoring events in which larger pieces (dimers, trimers, etc.) associate

or dissociate simultaneously, which should be rare at the low concentrations studied here, clusters

can only change size by one molecule at a time. For n > 1, the following master equation describes
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Figure 4.2: (a; left axis) The fraction of clustered molecules decreases as a function of surface
polarity when the orientations of the dipoles on the surface are disordered. (a; right axis) Of
molecules in clusters, the fraction in herringbone structures, pH, also decreases as a function of
surface polarity. (b) The fraction of clustered molecules multiplied by the surface area for both
random (black) and uniform dipoles (green) in simulations with a fixed number of molecules on a
small slab (◦) and a large slab (×). Multiplying the fraction of clustered molecules by the surface
area should put the large and small slab simulations on the same curve. The red line is a guide for
the eye that follows this curve. The data for the small slab do not fall on the red curve for polarities
larger than 0.6 D because the size of the slab limits the minimum clustering fraction. The fraction
of molecules in a cluster do not depend on the surface polarity when dipoles are uniformly oriented
either parallel or perpendicular to the slab (green ◦). Note that for a nonpolar surface (0 D), the
distinction between ordered and disordered polarity is meaningless. All absolute error bars are less
than ±10% or 500 nm2.
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this scenario

dPn(t)

dt
= ka(n− 1)Pn−1(t) + kd(n+ 1)Pn+1(t)− (kd + ka)nPn(t) (4.2)

where Pn(t) is the probability of finding a cluster of n molecules at time t. At steady state,

dPn(t)
dt = 0, we find the equilibrium clustering probabilities, Pn, by solving the recurrence relation

K(n− 1)Pn−1 + (n+ 1)Pn+1 − (1 +K)nPn = 0 (4.3)

whereK ≡ ka/kd is the equilibrium constant. The solution can be found using the ansatz nPn = zn,

with appropriate boundary conditions, and is

Pn =
1−Kn

n

(
P1

1−K

)
(4.4)
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While the numerator tends to unity exponentially fast, Pn goes as a power law, n−1, for asymptot-

ically large n. Our data decay faster than the n−1 expectation from the noncooperative model at

all polarities, but especially for polarities above 0.4 D where the decay law is closer to n−3. This

could mean that clustering becomes increasingly anticooperative as surface polarity increases; that

is, the larger a cluster grows, the more it resists growth. But there is an alternate scenario where

the surface plays a pivotal role. The fluctuations in polarity on disordered surfaces give molecules

opportunities to find pockets on the surface to which they strongly attract, effectively trapping

them and making it more difficult for them to join clusters.

To distinguish between these two mechanisms, we study the hypothesis that trapping inhibits

clustering by calculating the diffusion constant of one molecule on a surface. We compute the

2d diffusion constant, D2d, from the mean-squared displacement of a single tetracene molecule’s

COM projected onto the plane of the surface. The mean-squared displacement is averaged over

many trajectories and realizations of the disorder. D2d decreases exponentially with polarity on a

disordered surface (Figure 4.4), confirming that the tetracene molecules adhere more strongly to

the surface at higher polarities.

To cast this observation in the theoretical framework of diffusion in disordered media, one

must translate the dependence of D2d on the polarity to its dependence on the potential energy.

The fluctuations in the potential are more drastic when the randomly oriented dipoles have larger

magnitudes, so the variance of the potential fluctuations should scale with the polarity. There are,

unfortunately, few theories that relate the quenched disorder of a potential to the renormaliza-

tion of the diffusion constant without resorting to the phenomenology of continuous time random

walks.78,79 In one dimension, Zwanzig showed that the diffusion constant depends exponentially

on the variance of the potential energy when the fluctuations are drawn from a Gaussian distribu-

tion.80 To see if our data fit this trend, we compute the variance of the interaction energy between

a tetracene molecule and the surface. While the variance increases monotonically with polarity,

the relationship is not linear, so D2d is not exponential in the variance. The connection here is

tenuous: our system is not one-dimensional, and the fluctuations in the potential are not necessarily
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Gaussian. The near-perfect exponential decay of the diffusion constant with polarity in Figure 4.4

is, however, striking.

For our results to have bearing on SF, the clustered structures must persist for time scales

that are comparable to or longer than the time scale for SF. Because the herringbone well in the free

energy surface is shallow, about 1 kBT deep (Figure 4.1a), fluctuations away from the herringbone

structure are facile. One might worry that the putative herringbone structure is nothing more than

a fleeting fluctuation. We estimate the persistence time of the herringbone structures by measuring

the time correlation function for a herringbone order parameter, which is unity when a given

molecule is in a herringbone structure with at least one neighbor and zero otherwise.81,82 Decay

times of the time correlation function average poorly at our concentrations, but we estimate that

herringbone structures survive on time scales from 10 to 100 ps. Estimates for the SF rate range

from sub-ps to 100 ps;8,22,40,83,84 therefore, it is likely that the herringbone structures identified

here are stable on the time scale of SF. The lifetime of a cluster is longer: at least 1 ns. This is
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why REMD is necessary to achieve equilibrium.

Singlet fission could be the key to next-generation solar cells, but it is still difficult to establish

design principles for cost-effective and robust devices. One of the most conceptually simple imple-

mentations of a SF device is a DSSC, but the functionality of a DSSC depends on the chromophore

molecules aggregating in geometries that are suitable for SF. We find that a significant fraction

of tetracene molecules on a surface do indeed self-assemble into herringbone structures at surface

concentrations as small as a few percent of a monolayer. This result supports the hypothesis that

herringbone structures in small aggregates give rise to the Davydov splitting seen in the absorption

spectra of tetracene on silica at low surface coverage.50 Further, the semiconductor surface can play

an important role in both aggregation and SF; a recent study has found that SF in a DSSC requires

a spacer layer on the semiconductor surface.6 This layer could introduce a polar surface and allow

for experimental tuning of the polarity. We find that when the surface is microscopically polar,

the roughness in the potential between the molecules and the surface lets the molecules adhere

to pockets on the surface more strongly, resulting in less clustering, smaller clusters, and fewer

molecules in herringbone structures. When the surface is macroscopically polar, the roughness in

the potential disappears, and surprisingly, the polarity does not affect clustering or herringbone

formation statistics. The role of polarity is therefore subtle, and our results run counter to the

expectation that clustering statistics arise from a microscopic version of phase separation, where

nonpolar acene molecules form clusters as they retreat from a polar surface. Though our simulation

results apply to tetracene, it is likely that the qualitative conclusions drawn here apply to other

acene molecules that engage in singlet fission, like pentacene.
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M. A.; Michl, J. Singlet fission for dye-sensitized solar cells: Can a suitable sensitizer be
found? J. Am. Chem. Soc., 128(51):16546–16553, 2006.

[10] Akdag, A.; Havlas, Z.; Michl, J. Search for a small chromophore with efficient singlet fission:
Biradicaloid heterocycles. J. Am. Chem. Soc., 134(35):14624–14631, 2012.

[11] Greyson, E. C.; Stepp, B. R.; Chen, X.; Schwerin, A. F.; Paci, I.; Smith, M. B.; Akdag, A.;
Johnson, J. C.; Nozik, A. J.; Michl, J.; et al. Singlet exciton fission for solar cell applications:
Energy aspects of interchromophore coupling. J. Phys. Chem. B, 114(45):14223–14232, 2009.

[12] Greyson, E. C.; Vura-Weis, J.; Michl, J.; Ratner, M. A. Maximizing singlet fission in organic
dimers: Theoretical investigation of triplet yield in the regime of localized excitation and fast
coherent electron transfer. J. Phys. Chem. B, 114(45):14168–14177, 2010.

[13] Johnson, J. C.; Nozik, A. J.; Michl, J. High triplet yield from singlet fission in a thin film of
1,3-diphenylisobenzofuran. J. Am. Chem. Soc., 132(46):16302–16303, 2010.

[14] Johnson, J. C.; Nozik, A. J.; Michl, J. The role of chromophore coupling in singlet fission.
Acc. Chem. Res., 46(6):1290–1299, 2013.

[15] Roberts, S. T.; McAnally, R. E.; Mastron, J. N.; Webber, D. H.; Whited, M. T.; Brutchey,
R. L.; Thompson, M. E.; Bradforth, S. E. Efficient singlet fission discovered in a disordered
acene film. J. Am. Chem. Soc., 134(14):6388–6400, 2012.

[16] Piland, G. B.; Burdett, J. J.; Kurunthu, D.; Bardeen, C. J. Magnetic field effects on singlet fis-
sion and fluorescence decay dynamics in amorphous rubrene. J. Phys. Chem. C, 117(3):1224–
1236, 2012.

[17] Wang, L.; Olivier, Y.; Prezhdo, O. V.; Beljonne, D. Maximizing singlet fission by intermolec-
ular packing. J. Phys. Chem. Lett., 5(19):3345–3353, 2014.

[18] Müller, A. M.; Avlasevich, Y. S.; Schoeller, W. W.; Müllen, K.; Bardeen, C. J. Exciton fission
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[140] Löwdin, P.-O. On the nonorthogonality problem. In Advances in Quantum Chemistry,
volume 5, pages 185–199. Academic Press, 1970.

[141] Sanchez-Portal, D.; Artacho, E.; Soler, J. M. Projection of plane-wave calculations into
atomic orbitals. Solid State Commun., 95(10):685–690, 1995.
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Löwdin, P.-O. On the nonorthogonality problem. In Advances in Quantum Chemistry, volume 5,
pages 185–199. Academic Press, 1970.

Lum, K.; Chandler, D.; Weeks, J. D. Hydrophobicity at small and large length scales. J. Phys.
Chem. B, 103(22):4570–4577, 1999.

Lum, K.; Luzar, A. Pathway to surface-induced phase transition of a confined fluid. Phys. Rev. E,
56(6):R6283–R6286, 1997.

Luzar, A.; Chandler, D. Effect of environment on hydrogen bond dynamics in liquid water. Phys.
Rev. Lett., 76(6):928–931, 1996.

137



Ma, L.; Zhang, K.; Kloc, C.; Sun, H.; Michel-Beyerle, M. E.; Gurzadyan, G. G. Singlet fission
in rubrene single crystal: Direct observation by femtosecond pump-probe spectroscopy. Phys.
Chem. Chem. Phys., 14(23):8307, 2012.

Ma, M.; Grey, F.; Shen, L.; Urbakh, M.; Wu, S.; Liu, J. Z.; Liu, Y.; Zheng, Q. Water transport
inside carbon nanotubes mediated by phonon-induced oscillating friction. Nat. Nanotechnol.,
10(8):692–695, 2015.

Mahnke, R.; Pieret, N. Stochastic master-equation approach to aggregation in freeway traffic. Phys.
Rev. E, 56(3):2666–2671, 1997.

Maibaum, L.; Dinner, A. R.; Chandler, D. Micelle formation and the hydrophobic effect. J. Phys.
Chem. B, 108(21):6778–6781, 2004.

Majumder, M.; Chopra, N.; Andrews, R.; Hinds, B. J. Nanoscale hydrodynamics: Enhanced flow
in carbon nanotubes. Nature, 438(7064):44–44, 2005.

Maly, K. E. Acenes vs N-heteroacenes: The effect of N-substitution on the structural features of
crystals of polycyclic aromatic hydrocarbons. Cryst. Growth Des., 11(12):5628–5633, 2011.

Marciniak, H.; Fiebig, M.; Huth, M.; Schiefer, S.; Nickel, B.; Selmaier, F.; Lochbrunner, S. Ultrafast
exciton relaxation in microcrystalline pentacene films. Phys. Rev. Lett., 99(17):176402, 2007.

Marciniak, H.; Pugliesi, I.; Nickel, B.; Lochbrunner, S. Ultrafast singlet and triplet dynamics in
microcrystalline pentacene films. Phys. Rev. B, 79(23):235318, 2009.

Mark, P.; Nilsson, L. Structure and dynamics of the TIP3P, SPC, and SPC/E water models at
298 K. J. Phys. Chem. A, 105(43):9954–9960, 2001.

Martyna, G. J.; Tobias, D. J.; Klein, M. L. Constant pressure molecular dynamics algorithms. J.
Chem. Phys., 101(5):4177–4189, 1994.

Martyna, G. J.; Tuckerman, M. E.; Tobias, D. J.; Klein, M. L. Explicit reversible integrators for
extended systems dynamics. Mol. Phys., 87(5):1117–1157, 1996.

Masuda, T.; Nishinari, K.; Schadschneider, A. Critical bottleneck size for jamless particle flows in
two dimensions. Phys. Rev. Lett., 112(13):138701, 2014.

Mattheus, C. C.; de Wijs, G. A.; de Groot, R. A.; Palstra, T. T. M. Modeling the polymorphism
of pentacene. J. Am. Chem. Soc., 125(20):6323–6330, 2003.

Mattheus, C. C.; Dros, A. B.; Baas, J.; Meetsma, A.; de Boer, J. L.; Palstra, T. T. M. Polymorphism
in pentacene. Acta Crystallogr. Sect. C Cryst. Struct. Commun., 57(8):939–941, 2001.

Mattheus, C. C.; Dros, A. B.; Baas, J.; Oostergetel, G. T.; Meetsma, A.; de Boer, J. L.; Palstra,
T. T. Identification of polymorphs of pentacene. Synth. Met., 138(3):475–481, 2003.

Matysiak, S.; Debenedetti, P. G.; Rossky, P. J. Dissecting the energetics of hydrophobic hydration
of polypeptides. J. Phys. Chem. B, 115(49):14859–14865, 2011.

Maxwell, J. C. On reciprocal figures, frames, and diagrams of forces. Earth. Env. Sci. Trans. Roy.
Soc. Edin., 26(01):1–40, 1870.

138



Maxwell, J. C. Van der Waals on the continuity of the gaseous and liquid states. Nature, 10:477–480,
1874.

Mayo, S. L.; Olafson, B. D.; Goddard, W. A. DREIDING: A generic force field for molecular
simulations. J. Phys. Chem., 94(26):8897–8909, 1990.

Meakin, P.; Vicsek, T.; Family, F. Dynamic cluster-size distribution in cluster-cluster aggregation:
Effects of cluster diffusivity. Phys. Rev. B, 31(1):564–569, 1985.

Meric, I.; Han, M. Y.; Young, A. F.; Ozyilmaz, B.; Kim, P.; Shepard, K. L. Current saturation
in zero-bandgap, top-gated graphene field-effect transistors. Nat. Nanotechnol., 3(11):654–659,
2008.

Metropolis, N.; Ulam, S. The Monte Carlo method. J. Am. Stat. Assoc., 44(247):335–341, 1949.

Metzler, R.; Klafter, J. The random walk’s guide to anomalous diffusion: A fractional dynamics
approach. Phys. Rep., 339(1):1–77, 2000.

Michl, J.; Nozik, A. J.; Chen, X.; Johnson, J. C.; Rana, G.; Akdag, A.; Schwerin, A. F. Toward
singlet fission for excitonic solar cells. In SPIE Proceedings: Organic Photovoltaics, volume 6656,
pages 66560E–66560E–9. 2007.
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Appendix A

Derivation of Gaussian Dynamics with an Isokinetic Thermostat

Here we derive eq. 2.14, and show that the flow, temperature, and geometry constraints

separate completely. Consider the same system discussed in Section 2.3. We follow the prescription

for Gauss’s principal of least constraint found in Ref. 1. The Gaussian cost function is

C
({r, ṙ, r̈}) = 1

2

N∑
i=1

mi

(
r̈i − Fi

mi

)2

+ λTġT
({r, ṙ, r̈})+ λf · ġf

({r̈})+ λmg̈m
({r, ṙ, r̈}), (A.1)

which is identical to eq. 2.5 with an added constraint on molecular geometries, gm. We do not treat

the geometry constraint explicitly here because it is well known, and its use in conjunction with

a temperature constraint is also well known.2–5 Here, we need only show that the flow constraint

ġf separates completely from the geometry constraint gm. Since ġf applies a uniform acceleration

to all particles (eq. 2.14), it cannot distort any bonds or angles, and therefore cannot impact the

implementation of gm. So, from here on out, we only consider gf and gT.

The temperature and flow constraints are given in eqs. 2.4 and 2.1. They are repeated here

for clarity.

gf
({ṙ}) = 1

M

N∑
i=1

miṙi − uCOM = 0 (A.2)

gT
({r, ṙ}) = N∑

i=1

1

2
mi

(
ṙi − u(ri)

)2 − d(N −Nu)kBT

2
= 0, (A.3)

These are both nonholonomic constraints, since they depend on the velocities, so to find the form

that depends on the accelerations we take one time derivative

ġT =

N∑
i=1

mi

(
ṙi − u(ri)

) · r̈i = 0 (A.4)



ġf =
N∑
i=1

mir̈i = 0, (A.5)

where we have used the fact that at steady state, the streaming velocity is time independent. The

Gaussian cost function (eq. A.1) now reads

C
({r̈}) = 1

2

N∑
i=1

mi

(
r̈i − Fi

mi

)2

+ λT

N∑
i=1

mi

(
ṙi − u(ri)

) · r̈i + λf ·
N∑
i=1

mir̈i. (A.6)

We find the accelerations that minimize this cost function

∂

∂r̈i
C
({r̈}) = mi

(
r̈i − Fi

mi

)
+ λTmi

(
ṙi − u(ri)

)
+ λfmi = 0. (A.7)

This gives the equation of motion

mir̈i = Fi − λTmi

(
ṙi − u(ri)

)− λfmi. (A.8)

To solve for the temperature multiplier, λT, we take the scalar product of eq. A.8 with
(
ṙi−u(ri)

)
,

and then sum over all particles

N∑
i=1

mi

(
ṙi−u(ri)

) · r̈i = N∑
i=1

(
ṙi−u(ri)

) ·Fi−λT

N∑
i=1

mi

(
ṙi − u(ri)

)2−λf

N∑
i=1

mi

(
ṙi−u(ri)

)
. (A.9)

The term on the left hand side is zero, due to eq. A.4, and the λf term on the right is zero due to

eq. A.2. We can now solve for λT

λT =

∑N
i=1

(
ṙi − u(ri)

) · Fi∑N
i=1mi

(
ṙi − u(ri)

)2 . (A.10)

This is the well known result for the Gaussian isokinetic thermostat.1,6–8 It is profile-unbiased,

meaning that it is applied on the peculiar velocities of the system, with the local streaming velocity

removed.9

We now solve for the flow multiplier, λf , by summing eq. A.8 over all particles:

N∑
i=1

mir̈i =

N∑
i=1

Fi − λT

N∑
i=1

mi

(
ṙi − u(ri)

)− λf

N∑
i=1

mi. (A.11)

The term on the left hand side is zero due to eq. A.5, and the λT term on the right hand side is

zero due to eq. A.2. So, we can solve for λf

λf =
1

M

N∑
i=1

Fi, (A.12)
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where we have defined M ≡ ∑N
i=1mi as the total mass of the system. The resulting equation of

motion is

mir̈i = Fi −miI−miξ(ṙi − u(ri)), (A.13)

where we have made the definitions

I ≡ λf =
1

M

N∑
i=1

Fi, (A.14)

ξ ≡ λT =

∑N
i=1

(
ṙi − u(ri)

) · Fi∑N
i=1mi

(
ṙi − u(ri)

)2 . (A.15)

Including the geometry constraints simply adds another term to the equation, fi,
1–3

mir̈i = Fi −miI−miξ(ṙi − u(ri)) + fi, (A.16)

By solving for the temperature and flow Gaussian multipliers independently we have shown

that these constraints separate completely. The geometry constraint separates because the uniform

acceleration applied by the flow constraint cannot change any relative geometries.
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Appendix C

Hagen-Poiseuille Law

The Hagen-Poiseuille (HP) law assumes the following:1–4

(1) The fluid is incompressible.

(2) The flow is at low Re.

(3) The flow is at steady state.

(4) The fluid is Newtonian.

(5) The fluid acts as a continuum.

(6) There is no-slip at the walls.

(7) The channel is long enough that the flow profile is well developed.

In the systems discussed in Chapter 2.8, some of these are good assumptions

(1) The fluid is relatively incompressible; the density only changes by a few percent in our

simulations (Section 2.6).

(2) We are at low enough Re that the flow is not turbulent (Re � 10).

(3) We ensure steady-state as discussed in Section 2.4.2.

But some are bad assumptions:

(4) Lennard-Jones fluids are Newtonian at low shear rates, but non-Newtonian at high shear

rates.5–7

(5) An atomic system is not a continuum.



(6) Exact no-slip boundary conditions are impossible in an atomic simulation, though simula-

tions with flexible walls can approach no-slip (Figure 2.9b).

(7) The channels are at most 100 σ long, very short relative to the engineering applications for

which the HP law was intended.

Clearly, we should not expect the HP law to hold in this application. If it were quantitative, all the

data in Figure 2.7d would lie on the same point. It does, however, provide a means by which to

compare the relationship of the flux to the pressure drop for a variety of channel geometries. Note

that in Figure 2.7d, the effective viscosity appears to be converging to some value as Re increases.

This is probably because Re is proportional to L, and as L increases, the HP law becomes more

accurate. This is not meaningful, since we are not interested in quantitative accuracy of the HP

law.

C.1 Derivation of Hagen-Poiseuille Law in 2d

We now derive the HP law in 2d for the channel geometry shown in Figure 2.7a. The

continuity equation is

∂ρ(r, t)

∂t
+∇ · J(r, t) = 0. (C.1)

Both the assumptions of steady state and incompressibility give

∂ρ(r, t)

∂t
= 0. (C.2)

Equations C.1 and C.2 combine to give

∂ux
∂x

+
∂uy
∂y

= 0, (C.3)

where ux and uy are the components of the velocity field. We know that uy = 0, so ∂uy/∂y = 0,

and therefore ∂ux/∂x = 0 as well. The Navier-Stokes equation for an incompressible fluid at low

Reynolds number is4

ρ
∂u

∂t
= −∇P + ρg + η∇2u. (C.4)
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From here on out, we ignore the gravity term. The flow is at steady state, so ∂u/∂t = 0. There is

only a pressure drop along the direction of flow, so only the x-component of ∇P is non-zero. The

x-component of eq. C.4 is

∂P

∂x
=η

(
∂2ux
∂x2

+
∂2ux
∂y2

)
(C.5)

=η
∂2ux
∂y2

, (C.6)

where we used the fact that ∂ux/∂x = 0. Since ux is not a function of x, we can easily integrate

both sides with respect to x:

P (x) = c1x+ c2. (C.7)

We now use the boundary conditions at the ends of the channel: P (0) = P1 and P (L) = P2, with

ΔP ≡ P1 − P2,

P (x) = P1 − ΔP

L
x. (C.8)

Plugging this into eq. C.6 gives

− ΔP

ηL
=

∂2ux
∂y2

. (C.9)

We integrate both sides of the equation with respect to y twice

ux(y) = −ΔP

2ηL
y2 + k1y + k2 (C.10)

and apply the no-slip boundary conditions ux(−h/2) = ux(h/2) = 0 giving

ux(y) =
ΔP

2ηL

[(h
2

)2

− y2

]
. (C.11)

The mass flow rate Q is the product of the density and the velocity, integrated over the width of

the pore. For an incompressible fluid, the density is constant in space, so the flow rate is given by

Q ≡ρ

∫ h/2

−h/2
ux(y)dy (C.12)

=ρ

∫ h/2

−h/2

ΔP

2ηL

[(h
2

)2

− y2

]
dy (C.13)

=
ΔPρh3

12ηL
. (C.14)
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We can now define the mass flux, J , as the flow rate through a cross-sectional area (length, in 2d),

J =
Q

h
. (C.15)

The result is

J =
ΔPρh2

12ηL
. (C.16)

This is the Hagen-Poiseuille law in 2d. Expressed in terms of the flux J , it is identical to the

Hagen-Poiseuille law in 3d.4 Note that this is not the case if it is expressed in terms of the flow

rate Q.
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